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Abstract 

The past few decades have witnessed an array of advances in DNA science including the 

introduction of genomics and bioinformatics. The quest for complete genome sequences has 

driven the development of microarray and massively parallel sequencing technologies at a rapid 

pace, yielding numerous scientific discoveries. My thesis applies several of these genome-scale 

technologies to understand genomic response to perturbation as well as chromatin structure, and 

it is divided into three major studies. The first study describes a method I developed to identify 

drug targets by overexpressing human genes in yeast. This chemical genomic assay makes use of 

the human ORFeome collection and oligonucleotide microarrays to identify potential novel 

human drug targets. My second study applies genome resequencing of yeast that have evolved 

resistance to antifungal drug combinations. Using massively parallel genomic sequencing, I 

identified novel genomic variations that were responsible for this resistance and it was confirmed 

in vivo. Lastly, I report the characterization of chromatin structure in a non-eukaryotic species, 

an archaeon. The conservation of the nucleosomal landscape in archaea suggests that chromatin 

is not solely a hallmark of eukaryotes, and that its role in transcriptional regulation is ancient. 

Together, these 3 studies illustrate how maturation of genomic technology for research 

applications has great utility for the identification of potential human and antifungal drug targets 

and offers an encompassing glance at the structure of genomes. 
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 Introduction to genomic technology 1

When the human genome sequencing project was being debated in the 1980s, it was compared to 

sending a man to the moon, and, at an estimated $3 billion, it would cost about the same 

(Brenner 2013). It is an oft-quoted fact that the span of time from the dawn of flight, when the 

Wright brothers built the first flying machine, to the Apollo 11 moon landing is just over 50 

years. During this short period of time, scientists and engineers overcame many challenges to 

advance technology at an expeditious pace accomplishing manned space flight and lunar 

exploration. Equally astonishing is the short time period between Watson and Crick’s discovery 

of the structure of DNA (Watson and Crick 1953) and the completion of the draft human 

genome sequence (Lander et al. 2001; Venter et al. 2001), spanning roughly 50 years as well. Just 

as advances in rocket science yielded great innovation leading to modern satellite systems and 

planetary exploring robotics, we find ourselves at the zenith in the study of genes and genomes. 

Application of these genomic tools and technologies promises to expand our comprehension of 

biological systems and fuel future innovation. 

1.1 A brief history of DNA research 

In a classic experiment by Griffith, mice were injected with two different strains of S. 

pneumoniae, a smooth type (Type III-S) and a rough type (Type II-R). The rough strain was 

nonvirulent, while injection of the virulent smooth strain resulted in mouse death. Griffith heat-

killed the smooth strain and found that this sample was nonvirulent in mice. However, when he 

mixed the nonvirulent rough strain with the heat-killed smooth strain in a test tube and then 

injected the mixture into mice, the mixture killed the host (Griffith 1928). Based on this 
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observation a “transforming principle” was formulated stating that molecules from a dead 

bacterial strain could be transformed into a live strain to confer its genetic properties.  

To identify which biomolecules were responsible for the transformation principle, Avery and 

colleagues heat-killed the smooth bacteria, deproteinized the bacteria in solution and 

enzymatically digested the polysaccharide bacterial capsule. They then precipitated the “active 

material” by alcohol fractionation and found that this active fraction was capable of inducing the 

transformation of rough strains into virulent smooth strains (Avery et al. 1944). This precipitated 

material, identified as nucleic acid, was studied by Levene and found to be composed of four 

nitrogenous bases (now known to be adenine, cytosine, guanine and thymine) linked to a five-

carbon sugar and phosphate groups, and each base-sugar-phosphate unit was termed a 

nucleotide (Levene 1919). Nucleic acid was further solidified as the genetic information of the 

cell by the Hershey-Chase experiment. In this classic experiment, T2 bacteriophage were 

radiolabelled with either 32P or 35S. Since sulphur was primarily incorporated into peptides and 

not DNA, and phosphorus was incorporated into DNA, they were able to determine which 

labelled material was transferred to the bacteria after phage infection (Hershey and Chase 1952). 

After processing in a Waring blender and centrifuging to separate phage, they observed that high 

levels of extracellular 35S and low levels of 32P, suggesting that the viral protein coats remained 

outside the bacteria. Freezing-induced lysis of the bacteria revealed high levels of intracellular 32P, 

suggesting that the phage DNA, rather than protein, was the genetic material of the cell. 

In 1953, Watson and Crick, using X-ray diffraction data from Wilkins and Franklin, published a 

predicted molecular structure of double-stranded DNA postulating that “this structure has two 

helical chains each coiled round the same axis.” (Watson and Crick 1953). This model described 

the bases on the inside of the helical chains and the phosphates as outer groups, a “radically” 

different structure from the three chain structures proposed by Pauling and others (Pauling and 

Corey 1953). As research in the field of nucleic acids grew, Crick and others continued to 

investigate the concept of DNA as the universal genetic material of organisms. In a review, he 

claimed, “It is thus clear that the synthesis of proteins must be radically different from the 

synthesis of polysaccharides, lipids, co-enzymes and other small molecules; that it must be 

relatively simple, and to a considerable extent uniform throughout Nature; that it must be highly 
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specific, making few mistakes; and that in all probability it must be controlled at not too many 

removes by the genetic material of the organism.” (Crick 1958). He continued to theorize that 

nucleic acids controlled the synthesis of protein. 

Crick, Brenner and colleagues soon published a groundbreaking study demonstrating that DNA 

encoded proteins using triplets of bases (codons), and this code was likely degenerate, such that 

each amino acid could be encoded by more than one codon (Crick et al. 1961). Nirenberg and 

Matthaei subsequently showed that a polyuridylate RNA sequence directed the synthesis of a 

phenylalanine in a cell-free amino acid incorporating system, and concluded that the codon 

UUU encoded the amino acid phenylalanine (Matthaei et al. 1962). Subsequent work by 

Nirenberg, Ochoa and Khorana elucidated the genetic code describing the amino acids 

corresponding to each of the possible 64 triplet codons (Nirenberg et al. 1965; Khorana 1968). 

Almost a decade later, extracts of H. influenza were found to possess endonuclease activity (Kelly 

and Smith 1970; Smith and Wilcox 1970). This “restriction” endonuclease was found to have no 

activity against the DNA of its source organism (it would “restrict”/degrade only foreign DNA) 

and was able to digest T7 phage DNA. Recombinant DNA technology was now possible when 

combined with the discoveries of bacterial genetic transformation using plasmid DNA and 

recognition site specificity of restriction endonuclease RI (Cohen et al. 1972; Hedgpeth et al. 

1972). However, this technology was limited because scientists lacked a method to detect specific 

DNA sequences in recombinant clones.  

Southern provided a solution with his eponymous blotting assay (Southern 1975). In the 

experiment, he performed agarose gel electrophoresis of EcoRI-digested DNA fragments and 

transferred these onto nitrocellulose filters. These fragments were subsequently hybridized to 

radiolabelled ribosomal RNAs (rRNA) from E. coli and X. laevis, demonstrating that 1) EcoRI 

cleaved each of 18S rRNA and 28S rRNA only once and 2) identifying conservation in this 

digestion pattern across five mammalian species. The Southern blot assay became the method of 

choice for screening recombinant clones and was soon adapted to large-scale analyses. 

Southern blots were configured into “dot blots”, a technique where samples were applied to a 

nitrocellulose filter in a specific pattern, facilitating analysis of multiple hybridization targets in 



 

 
4 

parallel (Kafatos et al. 1979). As well, researchers were starting to apply blotting methodology to 

larger biological screens. For example, in attempt to isolate eukaryotic genes, a method was 

designed to screen recombinant clones by growing and lysing cells on nitrocellulose filters, and 

probing these with radiolabelled yeast rRNA (Benton and Davis 1977). Arrays were also 

constructed by depositing ~380 E. coli clones transformed with mouse colon carcinoma cDNA 

(complementary DNA) onto nitrocellulose and probing with labelled cDNA from normal or 

tumor mouse tissues (Augenlicht and Kobrin 1982). Using this method, the expression of each 

cDNA could be determined for a given tissue type. This technology, employed to tools of 

computational biology, allowed this same assay to be expanded to systematically analyze ~4000 

human cDNA probes and compute the relative expression of each cDNA for a set of human 

colonic carcinoma cells (Augenlicht et al. 1987). Blotting approaches were also used to screen for 

structural features of DNA by electrophoresing plasmid DNA, transferring it to a nitrocellulose 

filter and probing it with a monoclonal antibody (Hoheisel and Pohl 1987). 

Until the late 1980s, most probes consisted of biologically derived material, and only a few 

studies had shown that synthetic oligonucleotides could be used as hybridization probes to detect 

base pair mismatching or multiple alleles (Wallace et al. 1979; Conner et al. 1983). Building upon 

these designs, Southern and colleagues explored a new blotting framework using synthetic 

oligonucleotides arrayed on a non-porous support (Maskos and Southern 1992). Allele-specific 

probes were synthesized in situ with solid phase chemical methods to a length of 19bp and used 

to detect three different alleles of the β-globin sickle cell locus (Maskos and Southern 1993). At 

the same time, microarrays were developed by preparing a small library of sequenced cDNAs or 

Expressed Sequence Tags (ESTs) and depositing these onto glass slides using robotic printers. 

The first such array facilitated detection of differential expression between wild-type and 

transgenic A. thaliana lines using two-colour fluorescence hybridization (Schena et al. 1995). 

Thus, with the development of these two technologies, the oligonucleotide microarray and the 

cDNA microarray, the modern microarray was born. 

A key difference between microarrays and dot blots was that dot blot target sequences were 

typically arrayed on a support and hybridized to a single labelled probe. On microarrays, probes 

were arrayed on a membrane support and the target DNA would be applied to the entire array, 
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allowing a scientist to query many loci of a genomic sample in a single experiment. Critical to the 

development of microarrays was a change in the support material. Blotting techniques used 

porous supports, such as nitrocellulose, to provide a large binding surface area, however, the 

boundaries of the spots were diffuse and the oligonucleotides could not be deposited with 

precision. 

As genomic sequence data for various organisms became available, the need for large-scale 

hybridization-based analysis became apparent, and it was not possible to further reduce the size 

of spots on porous supports (Southern 2001). The introduction of impermeable supports offered 

several advantages, specifically the ability to synthesize probes in situ, a uniform density of 

nucleotides, the lack of array feature diffusion and quicker interaction with target nucleotides. 

The best supports identified were glass and silicon (Shchepinov et al. 1997). 

The deposition of probes onto microarrays was accomplished by multiple modes of fabrication, 

which eventually branched out to form different platform technologies. The simplest form was 

spotting presynthesized probes, such as PCR-amplified cDNAs, onto glass slides, but this was 

superseded by in situ synthesis of probes. The main methods for in situ synthesis used either ink-

jet printers, flow channel irrigation or semiconductor-based photolithographic methods. The 

ink-jet methods were based on bubble-jet or ink-jet colour printing technologies, designed to 

propel microdroplets of ink at paper. These were adapted to propel solutions of nucleotide 

reagents onto glass supports; instead of four colours of ink, four different precursors for different 

bases could be printed to achieve solid-phase synthesis of oligonucleotides (Blanchard 1996). 

Flow channels or flow cells used a simpler approach, wherein precursors for the four bases were 

laid down in four strips on a square surface. Within each strip, the four bases were deposited 

again, and this process was iterated several times, the array was turned 90 degrees, and the 

process was repeated again to yield all possible oligonucleotides of a predetermined length with 

feature sizes as small as 10µm (Southern et al. 1992; Maskos and Southern 1993). Finally, 

photolithographic (light-directed) fabrication was another important method developed for 

oligonucleotide synthesis (Fodor et al. 1991). This method made use of photocleavable protecting 

groups, with base additions across the entire array requiring a set of patterned photolithographic 

masks. Each position of the predetermined length of oligonucleotide required four masks, one 
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for each potential base. For each base addition, the glass surface would be irradiated to remove 

the protecting group of the exposed nucleotide that was not covered by the mask. The glass 

surface would be subsequently coated with a coupling agent for the new base addition, and the 

process would be repeated such that for an array with 25bp probes, fabrication would require 100 

masks (25 positions × 4 different nucleotides = 100 masks) (Southern 2001). The establishment 

of these methods opened up the possibility of conducting massively parallel analysis of biological 

targets. However, in order to accurately construct the oligonucleotide arrays, scientists had to 

know the DNA sequences of the loci that were being queried. 

Well before the revolution in array technology has been reduced to practice, DNA sequencing 

technology was being pioneered. A first key advance was described in 1965 by Sanger et al. who 

used two-dimensional fractionation of radiolabelled nucleotides to identify di-, tri- and 

tetranucleotides of E. coli 16S and 23S rRNA based on a series of degradation products (modelled 

after early amino acid sequencing techniques) (Sanger et al. 1965). This method was used to 

determine the RNA nucleotide sequence of the RNA-based bacteriophage MS2 coat protein, the 

first complete gene sequenced (Min Jou et al. 1972). However, two-dimensional electrophoresis 

of digested fragments was so inefficient that the method yielded multiple small sequence 

fragments, and, to create the entire MS2 coat protein sequence, the authors based the nucleotide 

sequence on the known amino acid sequence of the protein. Their sequence data confirmed that 

RNA was translated based on the Ochoa-Nirenberg-Khorana codon table (Nirenberg and 

Matthaei 1961; Kellogg et al. 1966). The sequencing of the MS2 coat protein gene laid the 

groundwork for one of the landmarks in genome biology, decoding the complete sequence of the 

bacteriophage MS2 (Fiers et al. 1976). The MS2 RNA was determined to be 3569 nucleotides 

long. 

Another major milestone in genome biology came when Sanger and colleagues determined the 

nucleotide sequenced of the single-stranded DNA bacteriophage ΦX174, the first complete DNA 

genome sequence (Sanger et al. 1977a). In addition to establishing a genome’s sequence, this 

study also found that coding regions could overlap one another in DNA. This genome sequence 

was created using a novel “Plus and Minus” DNA sequencing method invented by Sanger and 

Coulson two years earlier which used E. coli DNA polymerase I or T4 DNA polymerase and a 



 

 
7 

primer to generate complementary strands of DNA on a single-stranded DNA template of 

interest (Sanger and Coulson 1975). The “Minus system” was based on the premise that in the 

absence of a single nucleotide, of a mix of all four nucleotides, E. coli DNA polymerase I would 

cease to extend the complementary DNA along the template when that base was required. So, for 

example, “-A” would contain cytosine (C), guanine (G), thymine (T), but not adenine (A), and 

the polymerase would synthesize until it encountered a thymine on the template strand. The 

“Plus system” worked on the premise that in the presence of a single nucleotide, T4 DNA 

polymerase would degrade double-stranded DNA from its 3’ end until it encountered the 

nucleotide that was present. So, “+A”, where only dATP (deoxyadenosine triphosphate) was 

present, would only produce DNA chains that terminated in an adenine. Polyacrylamide gel 

electrophoresis (PAGE) would resolve the fragment sizes for all four minus and four plus 

reactions to produce DNA sequence reads up to ~85bp in length (Sanger and Coulson 1975).  

At the same time that Sanger et al. published the complete sequence of ΦX174, Maxam and 

Gilbert described a simpler method to sequence double-stranded DNA based on terminal 

labelling of chemically fragmented DNA (Maxam and Gilbert 1977). The technique used distinct 

reactions to cleave specifically at the end of each of the four nucleotides, radiolabel the 5’ ends of 

the fragments, and visualize the fragment lengths by PAGE. Maxam-Gilbert sequencing became 

the method of choice for most scientists because it used double-stranded DNA, which could be 

easily purified, compared to Sanger and Coulson’s plus and minus method, which required each 

sequence read to be cloned to form single-stranded DNA. 

However, a novel “chain termination” method, published by Sanger and colleagues, superseded 

Maxam-Gilbert sequencing, and due to its efficiency, accuracy and lack of toxic chemicals such 

as hydrazine, it eventually set the standard for DNA sequencing experiments. Sanger sequencing 

was a variant of the plus and minus method, requiring single-stranded template DNA, E. coli 

DNA polymerase I, deoxynucleotriphosphates (dNTPs or nucleotides) and, the additional vital 

component, chain-terminating dideoxynucleotriphosphates (ddNTPs) (Sanger et al. 1977b). 

These ddNTPs were identical in structure to dNTPs except for the absence of a 3’ hydroxyl 

group, the result of which prevented further DNA elongation when incorporated into a 

complementary strand by polymerase. Initially, sequence reads were typically up to 50bp in 
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length, with the first ~15bp being unreadable due to primer annealing (Sanger et al. 1977b). It 

was not until single-stranded phage vectors were introduced that Sanger’s technique could be 

broadly applied (Gronenborn and Messing 1978; Sanger 1981). 

These two sequencing methods, became the most predominant DNA sequencing methods used 

in research for the next two decades, with Maxam-Gilbert sequencing often referred to as 

“chemical sequencing” and Sanger sequencing often referred to as “dideoxy sequencing”. 

Maxam-Gilbert sequencing represented a chemical cleavage paradigm akin to amino acid 

sequencing, while Sanger’s chain-termination method offered a more versatile “sequencing by 

synthesis” paradigm. 

With new sequencing methods came novel sequencing strategies. Sanger and colleagues 

pioneered a technique called “shotgun sequencing” which involved fragmenting DNA with 

restriction endonucleases and cloning these into single-stranded DNA bacteriophage to obtain 

templates for dideoxy sequencing (Sanger et al. 1980). The goal was to obtain a sufficient number 

of sequence reads such that the entire genome sequence could be reconstituted from the 

fragments as a contiguous sequence or “contig”. In concert, a novel computational pipeline was 

created for the storage of DNA reads from DNA gel data and the overlapping of fragments to 

form a genomic contig (Staden 1980). This strategy was used to successfully sequence the viral 

genome of bacteriophage λ, a DNA genome 48502bp in length (Sanger et al. 1982). 

Numerous other sequencing strategies emerged as well. The shotgun sequencing strategy was 

classified as a random strategy because of the random selection of subclones from which the 

genomic sequence was generated. Various insert lengths of genomic DNA would be cloned into 

different host vectors, including yeast artificial chromosomes (YACs, 100-1000kbp), cosmids 

(30-45kbp) and λ phage (100bp-2.5kbp). Smaller subclones of these large clones would be 

generated in single-stranded vector systems to generate a nested DNA template while 

maintaining a physical map (Hunkapiller et al. 1991). Shotgun sequencing was effective in 

determining the bulk of any large sequence, such as a YAC, but the number of clones required to 

completely sequence the entire YAC or cosmid was prohibitively high, due to the random nature 

of subclone generation. To solve this problem, shotgun sequencing was used to determine up to 

90% of the large fragment sequence, and directed sequencing strategies would be used to fill in 
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the gaps. Directed methods permitted sequential sequencing of DNA fragments such that the 

reads were related and overlapped with one another. The simplest variant, the “walking method”, 

entailed repetitive cycles of synthesis of new primers based on the previously acquired read data 

(Studier 1989). Other directed methods included construction of nested deletion clones using 

exonucleases or clones that contained randomly distributed transposons (Poncz et al. 1982; 

Adachi et al. 1987). Computational methods were also developed to overlap abundant sequence 

reads to form contigs for both random and directed strategies (Rice et al. 1991). 

DNA sequence analysis was now a multi-step process, divided into several stages: 1) DNA 

fragmentation and cloning, 2) sequence determination and 3) data analysis. Sequence read 

lengths had peaked at ~500bp using PAGE due to the limits on fragment migration as a function 

of the log of fragment length (Birren et al. 1990). Furthermore, as researchers pushed to increase 

the number of samples loaded on a gel (up to 96) the ability to distinguish one sample from 

another, or lane tracking, became more difficult. The best way to obtain more sequence data was 

via automation of sequencing reactions and omitting the sample loading step entirely. This was 

accomplished using gel-filled capillaries (Swerdlow and Gesteland 1990). The capillaries were 

filled with linear polyacrylamide as opposed to crosslinked polyacrylamide allowing for a 

significant decrease in electrophoresis time and a significant increase in read resolution, up to 

1kbp, when compared to the polyacrylamide slab gels. Two sequencing platforms emerged that 

made use of automated capillary sequencing. The first system used a single label, four lane 

approach, containing a specific ddNTP in each of the four lanes, as in the original PAGE dideoxy 

sequencing scheme. Four reactions were performed in four distinct capillaries, and a computer 

would read the sequence by scanning the resultant fragments in the capillaries (Ansorge et al. 

1987). The ddNTPs were fluorescently labelled, for simple excitation and detection by automated 

machines. The second system used a four label, single lane approach, where four distinct colours 

were used for four fluorescent ddNTPs. These four ddNTPs were combined in a single reaction 

and could be resolved within a single capillary because each base corresponded to a specific 

colour, which could be detected by a computer (Connell et al. 1987; Prober et al. 1987). 

By the late 1980s, DNA sequencing technology had matured sufficiently to facilitate the 

sequencing of free-living organisms larger than phage, and the ultimate goal of sequencing the 
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human genome was on its way to becoming possible. Sequences of many human genes were 

determined in individual labs and then on a more “industrial scale” when Venter and colleagues 

partially sequenced randomly selected cDNA clones from human brain tissue (Adams et al. 1991; 

Adams et al. 1993). These partially sequenced cDNA fragments were known as Expressed 

Sequence Tags (ESTs) (Putney et al. 1983). With estimates for the completion of the human 

genome sequence over a decade away, these ESTs offered scientists a manner to identify human 

gene sequences before the entire human genome sequence was completed. It also allowed 

researchers to generate microarrays of these sequences to measure gene expression profiles of 

human brains in different conditions. The first major genome project initiated was the S. 

cerevisiae (yeast) genome. This was built upon the high resolution physical map of S. cerevisiae 

total nuclear DNA constructed using a global restriction mapping approach (Olson et al. 1986; 

Link and Olson 1991). After determining the size of double-digested restriction fragments from 

random clones they were computationally paired to generate contigs which were assembled to 

determine the genomic organization of yeast. In 1989, an international consortium was created 

to sequence the 12Mbp genome of the S288c strain of S. cerevisiae (Levy 1994). Individual 

chromosomes were sequenced by over 600 researchers from over 100 labs using a variety of 

libraries using both shotgun (random) and directed approaches, and chromosome sequences 

were published independently over the span of several years (SGD ; Oliver et al. 1992; Feldmann 

et al. 1994; Bussey et al. 1995; Jacq et al. 1997). However, less than a year before the yeast genome 

sequence was completed, the distinction of first complete genome sequence of a free-living 

organism went to Haemophilus influenzae when Venter and colleagues published its 1.8Mbp 

genome (Fleischmann et al. 1995). In contrast to the yeast genome initiative, Venter and 

colleagues opted to circumvent nested directed and random strategies to avoid time-consuming 

mapping of clones. Instead, they adopted a workflow that took advantage of assembly software, 

the TIGR assembler (TIGR, The Institute for Genomic Research), developed for sequencing 

ESTs, to assemble thousands of sequence reads into megabase-sized contigs. This allowed them 

to sequence the entire H. influenzae genome accurately and cost-effectively using only a shotgun 

strategy, with coverage estimates based on a statistical model developed by Lander and 

Waterman (Lander and Waterman 1988). The yeast genome sequence was completed a year 

later, and became the first eukaryotic genome sequence (Goffeau et al. 1996; Goffeau 1997). It 
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catalogued ~6000 genes on 16 chromosomes assembled from ~300000 sequence reads (Mewes et 

al. 1997). 

With a wealth of DNA sequences being published, public access to sequence data became a major 

consideration. Nucleotide sequence databases from the Los Alamos National Laboratory and the 

European Molecular Biology Laboratory were organized into a single database, as part of a 

community project called GenBank (Kanehisa et al. 1984; Burks et al. 1985). Maintenance of the 

database was later undertaken by the National Center for Biotechnology Information at the 

National Institutes of Health. There was now sufficient biological data for researchers to compare 

sequences within or across species and identify regions of homology and conservation. Modern 

sequence analysis algorithms were created to compare nucleotide or protein sequences, including 

the Smith-Waterman algorithm which performed local sequence alignment (Smith and 

Waterman 1981). This algorithm was optimized to align regions of sequences that exhibited high 

similarity, while ignoring dissimilar regions. However, the algorithm exhibited great precision at 

the expense of time when querying a sequence against an entire database of sequences, so faster 

algorithms were developed. FASTA performed these pairwise comparisons with greater 

efficiency by using regions of similarity to restrict the alignment search space, and popularized 

the now standard FASTA format for biological data (Lipman and Pearson 1985). Algorithms 

were made even faster, with almost equivalent accuracy, and in 1990, the Basic Local Alignment 

Search Tool (BLAST) was created (Altschul et al. 1990). It offered extremely rapid database 

querying with accurate results, and it became a standard tool to statistically identify homologous 

biological sequences in GenBank. In addition to pairwise comparisons, algorithms were also 

created to compute multiple sequence alignments (MSAs), such as CLUSTAL, which aided in the 

identification of sequence conservation and the construction of phylogenetic trees (Higgins and 

Sharp 1988). Along with sequence analysis tools, the field of computational biology expanded 

rapidly to accommodate desired analyses including protein 3D visualizations and gene 

expression heatmaps among others. 

DNA research entered the mainstream with the completion of the Human Genome Project 

(HGP). The HGP was officially founded in 1990, with the goals of producing a genetic linkage 

map (fingerprinted DNA libraries), improving the efficiency of DNA sequencing technology and 
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the completion of a human haploid genomic sequence (Barnhart 1989). The construction of a 

human genetic linkage map was conceived of a decade earlier by Botstein, Davis and colleagues 

(Botstein et al. 1980). The authors proposed that restriction fragment length polymorphisms 

(RFLPs), a newly developed molecular tool to establish genetic linkage, could be used to create a 

linkage map for the human genome. These maps were vital to establish the relative position of 

sequenced loci (Donis-Keller et al. 1987; Lander and Green 1987). The bulk of the human 

genome was sequenced using capillary electrophoresis with the one label, four lane approach and 

the instruments achieved read lengths of ~600bp with 24-hour automated operation yielding 

115kbp per day (Mardis 2011). In 2001, the 3Gbp draft haploid human genome sequences were 

released, one from the HGP, now known as the RefSeq, and one from a private firm, Celera 

Genomics (Lander et al. 2001; Venter et al. 2001). 

The HGP drove the development of automated DNA sequencing technologies and high-density 

microarray platforms and inspired the formation of many companies that sought to 

commercialize and benefit from the growing interest in genomic science. With the demand for 

personalized human genomes growing and the requirement of many research facilities to study a 

cornucopia of strains, species and cell lines, multiple important microarray and massively parallel 

sequencing platforms emerged at the turn of the millennium. These platforms represent the 

current state-of-the-art for DNA research. 

1.2 Microarrays 

For most research applications, microarrays are being supplanted by massively parallel 

sequencing technologies. However, a few microarray technologies are still widely-used in 

research and diagnostic settings, and there are a several system platforms for these purposes.  

One of the most popular platforms is the Affymetrix GeneChip DNA microarray system. The 

chips contains 25bp oligonucleotides immobilized onto a quartz wafer synthesized in situ using 

the aforementioned photolithography manufacturing process to form 5µm features (Dalma-

Weiszhausz et al. 2006). Sample DNA is sheared, biotin-labelled, hybridized to the arrays and 
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stained by binding biotin to streptavidin-conjugated phycoerythrin. Arrays are scanned, and 

images of the features are processed to yield probe hybridization intensity data. 

Agilent produces another widely-used DNA microarray platform using ink-jet based (5 inks: 4 

nucleotides and a catalyst) in situ printed oligonucleotides 60bp in length to form 30µm features 

(Wolber et al. 2006). Samples are analyzed by generating cDNA with incorporated Cy3- or Cy5-

labelled cytosine. The cDNA is hybridized to the microarray probes and intensities are detected 

with a scanner at a 2µm resolution. Since both Cy3 and Cy5 dyes can be used, the Agilent 

platform is capable of two-channel expression analysis where two samples can be assessed 

relative to one another. 

The newest microarray platform is the Illumina BeadArray system. Synthetic oligonucleotides 

are immobilized onto 3µm silica beads that self-assemble onto arrays. Originally, these beads 

were assembled onto fiber optic bundles, where each bundle consisted of 50000 fibers. Each fiber 

contained a micro-etched well to house a single bead, and light could pass through the fiber 

uninterrupted to determine signal intensity (Oliphant et al. 2002). Currently, the system uses 

etched silicon wafers as an array of microwells for the random silica bead self-assembly. Once the 

beads are randomly positioned in the wells, the system identifies the specific sequences on each 

bead using a decoding process (Gunderson et al. 2004). Sample cDNA oligonucleotides are 

hybridized to the bead array with either Cy3- or Cy5-labelled common primers. The fluorescence 

signal is detected by a reader to determine hybridization intensity, and the system is capable of 

two-channel detection. 

1.3 Algorithm development for microarrays 

Because probes must uniquely identify the many species of DNA within a sample, there are 

several criteria for probe design that must be considered. In the case of expression arrays, where 

cDNA is hybridized to an array, probes must uniquely identify transcripts. A single probe is often 

insufficient to detect an entire transcript, so multiple probes are used as a probe set. During the 

array design phase, these DNA probes are selected from and then screened against known 

genomic sequence to ensure that they are unique, and this can be done using an algorithm like 
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BLAST (Altschul et al. 1990). More advanced probe design software ensures that for a desired 

probe length, there is optimal hybridization with minimal secondary structure, optimal GC 

composition and desired melting temperature (Rouillard et al. 2003). 

Microarrays offer a massively parallel approach to probing biological material for specific 

sequences. With arrays often querying in excess of a million probes per experiment, the resulting 

output must be processed by computer software. Typically, microarray scanners use a laser to 

excite a fluorescent dye that is bound to the sample DNA, and the emitted signal is scanned and 

processed. Before hybridization intensities can be interpreted, several analyses are performed. 

First, the features are identified on the array using gridding and segmentation algorithms, to 

extract specific feature intensities (Dalma-Weiszhausz et al. 2006; Wolber et al. 2006). After 

background correction, which removes fluorescence due to non-specific binding of the sample to 

the array surface, the feature intensities are extracted. With feature intensities computed, the 

relative abundance of sample bound to each probe can be determined. Typically, if more than 

one microarray is being considered, the data are normalized to allow comparison between 

samples. 

To determine the relative abundance of specific mRNAs, algorithms are required to summarize 

the probe intensities of all probes in a specific probe set. Affymetrix arrays, a popular array 

platform, used an initial design consisting of perfect match (PM) and mismatch (MM) probes, 

where MM probes contained a non-reference nucleotide at the centre position. Because sample 

DNA would not hybridize as effectively to the MM probes, the microarray suite 5.0 (MAS5) 

algorithm could use the mean log2 differences between PM and MM probes to determine overall 

probe set abundance. However, having a MM probe for every PM probe was an expensive and 

inefficient use of microarray real estate, occupying 50% of the microarray surface. Robust multi-

array analysis (RMA), a log scale linear additive model, was created to summarize probe 

intensities and it did so without considering MM probes and achieved accurate results (Irizarry 

et al. 2003). RMA is currently the standard for probeset summarization on microarrays. Its 

model uses only PM probes and is based on sample material available to bind features, scanner 

measurement error and probe affinity (Okoniewski and Miller 2008). 
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Because RMA does not require MM probes, current Affymetrix array designs use a set of ~25000 

control probes with varying GC composition that are designed not to match the reference 

sequence (genome, transcriptome, ORFeome, etc.). For each PM probe, a detection above 

background (DABG) analysis is performed using background probes with the same GC content 

to determine probe intensity significance, and probes that are not significant are rejected from 

subsequent analysis (Okoniewski and Miller 2008). 

After microarray data has been extracted from any of the aforementioned platforms, it can be 

subjected to many analyses to normalize, classify and cluster gene expression patterns (Berrar et 

al. 2003). In particular, a visualization commonly associated with gene expression analyses is the 

expression heatmap, which allows researchers to observe trends in gene expression across 

multiple conditions. These analyses have been extended to massively parallel sequencing, which 

is capable of performing similar sample detection. 

Microarray data are commonly archived in public databases, primarily the NCBI Gene 

Expression Omnibus using microarray standards such as the Minimum Information About a 

Microarray Experiment (MIAME) guidelines (Brazma et al. 2001; Edgar et al. 2002; Brazma 

2009). 

1.4 Applications of microarray technology 

Despite the emergence of massively parallel sequencing, microarray assays are still available. A 

key limitation of microarray technology is that arrays can only be designed if the DNA sequence 

of genes or genomes has been previously determined, so that probes can be appropriately 

designed to query biological samples. 

One of the first applications of DNA microarrays was to determine gene expression, and this 

remains a primary use of both cDNA and oligonucleotide array technology (Schena et al. 1995; 

Lockhart et al. 1996; Wodicka et al. 1997). Gene expression profiling is a vital application that 

allows scientists to determine transcript abundance of genes to identify coregulated genes by 

expression correlation and determining differential gene and pathway regulation. Many critical 

findings of the last decade have been based on expression profiling, including the identification 



 

 
16 

of induced pluripotency factors, which was accomplished by studying genes upregulated in 

embryonic stem cells and tumors (Takahashi and Yamanaka 2006). 

Chromatin immunoprecipitation (ChIP), on a microarray, assays the specificity of DNA-binding 

proteins such as transcription factors and histones. ChIP-chip (a microarray-based ChIP) works 

by crosslinking the proteins to DNA, immunoprecipitating them, de-crosslinking and 

hybridizing the DNA fragments. To effectively perform ChIP experiments, a microarray must 

cover the entire genome so tiling arrays are typically used for ChIP-chip experiments. Unlike 

most microarrays, tiling arrays contain probes designed across the entire genome at a specific 

interval, such that the entire genomic locus is queried by the array. The first such experiment was 

described for cohesin binding to chromosome 3 of S. cerevisiae (Blat and Kleckner 1999). 

A related method is also widely-used to determine chromatin architecture via nucleosome 

occupancy. Histones are crosslinked to DNA and unbound DNA is preferentially digested using 

micrococcal nuclease (MNase). The remaining fragments represent histone-bound genomic 

DNA, and these are hybridized to a microarray (Bernstein et al. 2004; Lee et al. 2007). 

With the ability to query millions of probes in a single experiment, the opportunity to count 

molecular barcodes from pooled experiments is another useful application of microarrays. This 

was initially pioneered to count the relative abundance of yeast knockout strains, but can be 

applied for any counting assay (Shoemaker et al. 1996). Oligonucleotides can also be synthesized 

to create k-mer arrays, where, for example, every possible DNA 10-mer can be synthesized on an 

array. This approach has been used to identify binding specificities of transcription factors 

(Berger et al. 2006). 

Another key application of microarrays is to determine polymorphisms or mutations within a 

sample. This is achieved using Single Nucleotide Polymorphism (SNP) arrays, which often 

contain multiple tiled probes for each known SNP. In this manner, an individual can be 

genotyped for thousands of SNPs in a single experiment, as was originally demonstrated for 

human genome polymorphisms (Wang et al. 1998). In the Affymetrix design, each SNP requires 

two probes, one with the polymorphism and one with the wildtype allele. The biological sample 

will bind more efficiently to the probe to which it is 100% complementary, and the SNP is 
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detected based on hybridization intensity of one probe compared to the other (LaFramboise 

2009). The Illumina SNP array hybridizes sample DNA to the probe with the query position at 

the end of the probe. This is extended by a single base, and the specific nucleotide incorporated is 

detected to determine the genotype (LaFramboise 2009). 

In addition to single nucleotide variation, microarrays are capable of assessing larger-scale 

variation such as genomic copy number variants (CNVs) using comparative genomic 

hybridization (CGH). Sample DNA from a reference and a test are hybridized to either a single 

microarray using different labels, or to two different microarrays. A profile is subsequently 

created to identify genomic loci that have increased, decreased or identical copy number 

abundance in the test sample relative to the reference. Array CGH was instrumental in the 

discovery of CNVs in the human genome (Iafrate et al. 2004; Sebat et al. 2004; Redon et al. 2006). 

1.5 Next-generation sequencing 

The bulk of innovation in DNA sequencing technology was motivated by the HGP. While one of 

the primary goals of the HGP was technology development, each innovation did not 

revolutionize DNA sequencing. It was not until 2004, when the National Human Genome 

Research Institute announced the goal of the $1000 genome that breakthrough technologies were 

introduced. A key focus for advanced sequencers was to increase throughput to increase the 

quantity of sequence data output per run. 

Dideoxy sequencing, using Sanger’s sequencing by synthesis biochemistry, is generally 

considered to be the first generation of sequencing technology. These systems typically consist of 

96 or 384 reactions analyzed simultaneously via an array of gel-filled capillaries. The second 

generation of sequencers, referred to as “next-generation sequencers” are based on the 

sequencing-by-synthesis and sequencing-by-ligation paradigms. This refers to the polymerase or 

ligase driven extension of primed templates for data acquisition (Shendure and Ji 2008). To 

achieve higher throughput data acquisition, bases are resolved by “cyclic array sequencing” 

(Shendure et al. 2008). A crucial distinction between first and second generation sequencing is 

the library preparation. Instead of cloning DNA fragments into bacteria and isolating the 

subsequent DNA, second generation methods randomly fragment DNA and ligate the genomic 
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fragments in vitro to synthetic DNA sequences called adapters. By avoiding the requirement to 

amplify DNA in bacteria, complications with uncloneable fragments are avoided. 

All cyclic array sequencing platforms simultaneously resolve an array with millions to billions of 

distinct sequence features and are referred to as “massively parallel” sequencers. The individual 

features are clonal such that each resolvable unit contains identical copies of DNA  (a genomic 

fragment ligated to an adapter) that has been amplified to form ~1000 copies. The features are 

immobilized onto an array surface so that reagents can be applied to all features in parallel. For 

each cycle of the system, an enzymatic step (polymerization or ligation) interrogates the identity 

of a single nucleotide position for each feature. The enzymatic step emits light, and a camera 

records images of the array for each successive nucleotide incorporation event. At the end of each 

cycle, sequence reads are generated by a computational base-calling analysis of the image series. 

There are three principle commercial cyclic array sequencing platforms: Roche 454, Illumina and 

Life Technologies SOLiD. These differ from one another by having distinct biochemistry at the 

cyclic step and by their unique feature generation methods. All three use polymerase-based 

amplification of a library of sequence templates to form locally clustered features sometimes 

referred to as polymerase colonies (Mitra and Church 1999). Due to the error-prone activity of 

DNA polymerases under these conditions, this amplification step is responsible for the majority 

of sequencing errors by these systems (Mardis 2011). For a comparative summary of these 

sequencers, see the Field guide to next-generation DNA sequencers (Glenn 2011). 

The 454 sequencer was the first commercially available next-generation sequencing platform, 

released in 2005, and it uses a technique called pyrosequencing (Ronaghi 2001; Margulies et al. 

2005). Library preparation requires short DNA fragments to be ligated to adapters that are bound 

to 26µm beads such that each bead is bound to a single species of DNA. Clonal features are 

generated on individual beads by emulsion PCR (Dressman et al. 2003). The emulsion is then 

broken and the solution is enriched for amplicon-bound beads. A sequencing primer is annealed 

to the common priming site on the adapters, polymerase is incubated with the beads and the 

solution is deposited onto an array of picoliter-scale 29µm wells accommodating one bead per 

well. Smaller beads coated in sulfurylase and luciferase are flooded into the wells, to detect 

released pyrophosphate. The key step in pyrosequencing occurs when a single nucleotide is 
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incorporated onto the template which results in pyrophosphate release leading to luciferase-

based light emission (Ronaghi et al. 1996). Each of the four nucleotides are flowed across the 

microwell array one at a time and a camera coupled to a computer analyzes the emitted light to 

determine sequence reads. Pyrosequencing uses unmodified nucleotides which do not contain a 

terminating moiety. Accordingly, when consecutive runs of a single base are encountered 

(homopolymers such as CCC or AAAA), multiple nucleotides are incorporated in series, and the 

number of incorporation events must be determined from increases in light intensity. 

Consequently, the main error made by 454 sequencers are typically insertions or deletions at 

homopolymeric sites rather than substitutions. At the time of writing, a key feature of the 454 

system is that it offers read lengths of up to 1kbp. 

454 features paired-end sequencing, which outputs read information from both ends of genomic 

inserts. Paired-end architecture enables researchers to know the relative position of two reads to 

one another, a useful factor for algorithms when aligning reads to genomes with repeat regions. 

As well, it orients contigs during short-read-based de novo genome assembly. 

Illumina sequencing is based on a technology called reversible termination (Fedurco et al. 2006; 

Turcatti et al. 2008). As with 454, libraries are prepared by first ligating adapters onto genomic 

fragments, but rather than binding these to beads, the library of single molecules is hybridized to 

a lane within a flow cell. The flow cell is a glass slide consisting of multiple lanes which are coated 

in a “lawn” of adapter-complementary oligonucleotides, as described initially by Southern et al. 

(Southern et al. 1992; Maskos and Southern 1993). Library fragments are hybridized to the flow 

cell in a limiting manner to balance high density and optimal cluster resolution. Bound DNA 

molecules are converted into visible features by bridge amplification which generates clusters of 

~1000 amplicon molecules (Adessi et al. 2000; Fedurco et al. 2006). The clusters are linearized to 

ssDNA and a sequencing primer is annealed to the universal priming site on the adapters. 

During each Illumina cycle, all four nucleotides are flowed over the clusters simultaneously and a 

single incorporation event occurs. These nucleotides, the reversible terminators, have a 3’ 

hydroxyl moiety that permits only a single incorporation event on the template. This is 

analogous to Sanger sequencing, except that the Illumina terminators can be cleaved so that 

termination is reversible. Each of the four reversible terminators has a distinct fluorescent label. 
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The incorporated bases are interrogated across the entire flow cell, and the 3’ hydroxyl group is 

cleaved to allow further polymerase-based extension. The main errors made by Illumina 

sequencers are typically substitutions rather than insertions or deletions. At the time of writing, 

Illumina systems offer read lengths of up to 250bp in paired or unpaired formats. 

SOLiD (Sequencing by Oligonucleotide Ligation and Detection) cyclic array sequencing systems 

use DNA ligase to interrogate base positions (Shendure et al. 2005; McKernan et al. 2006). 

Libraries are prepared similarly to 454 sequencing by ligating adapters to genomic fragments and 

hybridizing these to microbeads. After emulsion PCR, template-bearing beads are covalently 

immobilized on a slide by 3’ modification and terminal deoxytransferase (Nislow, pers. comm.). 

DNA synthesis is achieved by ligation of fluorescently labelled di-base probes to primed 

templates. Each di-base probe is an octamer with a unique label corresponding to the first and 

second bases. After ligation and imaging, the labeled portion (final three nucleotides) are cleaved, 

and a new probe is ligated. The process is repeated at evenly spaced intervals interrogating the 

sequence at those positions. Denaturation of the extended complementary fragment then resets 

the system, a primer with a different offset is annealed (e.g. 1bp shorter) and a new set of 

discontiguous bases are determined. Since each label corresponds to two nucleotides, each base 

position must be interrogated twice. Alignment algorithms must operate in “colour space” to 

determine the final read sequence, and algorithms that naively decode colour reads can fail when 

single colours are erroneously reported. This introduces further complexity in data analysis, 

which can require alignment to a “colour reference”, but also yields higher confidence read data 

with low error rates, since each base is interrogated twice. As of 2013, SOLiD systems offer read 

lengths of up to 50bp in paired format or 75bp unpaired. 

These second generation sequencers have been updated and refined to increase throughput and 

read quality, up to 100-fold since their introduction. Their foundational technology remains 

unchanged since platform inception. These methods achieve high-throughput detection of DNA 

using PCR to generate clonal features, whose fluorescence is detectable via CCD cameras. 

However, PCR is error-prone and is known to exhibit sequence bias in amplification, altering the 

relative abundance of clonal features. So-called third generation sequencers have recently been 

developed and they offer diverse approaches to determine DNA sequence. Some instruments 
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operate independently of fluorescence imaging, while others determine sequence from individual 

DNA molecules without the need for PCR amplification. 

The Helicos single molecule sequencing system was the first sequencer to forgo PCR-based 

feature amplification and determine the DNA sequence of individual templates (Braslavsky et al. 

2003; Harris et al. 2008). Helicos technology is similar to that of Illumina, but detects 

fluorescence without the use of bridge-amplified clusters. The workflow begins with DNA 

fragmentation followed by ligation to poly(A) oligonucleotide adapters. These fragments are 

hybridized to poly(T) oligonucleotides that are immobilized on a flow cell. A polymerase then 

incorporates a labelled “virtual terminator” nucleotide containing a fluorophore that prevents 

further template-directed extension. A laser-based microscopic imager illuminates the labels, 

records an image and the fluorophore is cleaved making room for the next base incorporation. 

These sequencers are capable of read lengths up to 55nt and average 25nt. Because single 

molecules are interrogated, a misincorporation or failure to incorporate a nucleotide causes a 

permanent loss of that reaction. Unfortunately, although this was a promising technology, delays 

in achieving reliable performance in a competitive field forced Helicos Biosciences to cease 

production of their sequencers and file for Chapter 11 in November 2012. 

Another breakthrough in single molecule sequencing came from Pacific Biosciences with their 

real-time single molecule readout (Levene et al. 2003; Lundquist et al. 2008; Eid et al. 2009). In 

this workflow, template-based extension is driven by Φ29 DNA polymerase immobilized in the 

detection zone of a nanophotonic well structure called a zero-mode waveguide (ZMW) which 

provides excitation confinement on the zeptoliter scale (10-21L) (Eid et al. 2009). Using confocal 

fluorescence microscopy, the machine measures the release of phospholinked fluorophores from 

labelled nucleotide incorporation by polymerase-catalyzed phosphodiester bond formation. 

Nucleotides are incorporated at ~6bp/s per ZMW with each cell containing 150000 ZMWs, and 

the system is capable of reading 75000 at a time. At the time of writing, Pacific Biosciences 

reports read lengths of up to 20kbp with base quality similar to Illumina output (Carneiro et al. 

2012). 

Another major advance was made when the Ion Torrent semiconductor-based sequencer was 

unveiled (Rothberg et al. 2011). While this sequencer still uses clonally amplified features, 
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detection of incorporation events is non-optical, greatly simplifying the apparatus and the 

computer software required to determine final read sequence. The workflow starts with DNA 

fragments ligated to adapters that are clonally amplified on 2µm acrylamide beads. Sequence 

primers and DNA polymerase are bound to templates on the beads and loaded onto a 

semiconductor chip of 3.5µm diameter wells accommodating one bead per well. Based on CMOS 

imaging technology, the chip detects pH changes within wells in real time as nucleotides are 

incorporated. The hydrolysis reaction of template-driven extension releases a hydrogen ion (H+), 

changing the pH within its respective well. Each species of nucleotide is flowed in one at a time to 

distinguish incorporation events from one another. At the time of writing, Ion Torrent 

sequencers are capable of producing reads up to 400nt in length, with average reads of 200nt. 

Because the nucleotides are unmodified, their incorporation is very fast, but as with 454 

pyrosequencing, homopolymers must be detected by relative changes in signal intensity. 

Currently, the Ion Torrent vendor reports the ability to distinguish up to 8bp homopolymers, 

which can be a source of error for this platform. 

On of the most anticipated single molecule sequencing technologies is that of Oxford Nanopore. 

This system promises to be relatively inexpensive because it does not require an elaborate 

tabletop system to generate read data. Nanopore sequencing uses engineered protein channels to 

rapidly detect ssDNA in real time and requires no library preparation. These nanopores were 

initially described by measuring the passage of ssDNA molecules through Staphylococcus aureus 

α-hemolysin, a 2.6nm diameter ion channel, detected as a decrease of ionic current proportional 

to fragment length (Kasianowicz et al. 1996). However, DNA moved through the channel too 

rapidly for detection, so, after much trial and error, researchers found that variants of Φ29 DNA 

polymerase could slow the passage of DNA (Cherf et al. 2012). Independently, another team 

modified Mycobacterium smegmatis porin A (MspA) to facilitate DNA inflow, and with the 

addition of Φ29 polymerase they achieved an inflow rate of ~1bp/28ms (Derrington et al. 2010; 

Manrao et al. 2012). Using this system, the authors were able to demonstrate pore-based 

sequencing of DNA fragments up to 53bp in length, the first time DNA has been decoded by 

nanopores. Oxford Nanopore is using a similar system with their own proprietary motor protein 

to manage DNA inflow (Pennisi 2012). Oxford Nanopore claims to be able to sequence 5.4kbp of 

viral genomic DNA in a single pass by sequencing triplets rather than single nucleotides (Hayden 
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2012). A major drawback of nanopore sequencing is its high error rate of 4% which occurs due to 

DNA moving forward or backward an extra base while passing through the pore. However, this 

will likely be resolved with multiple rounds of sequencing the same molecule and its 

complementary strand (Pennisi 2012). While currently in alpha testing, when the nanopore 

sequencing system is available it may revolutionize affordable access to sequencing. 

1.6 Algorithm development for massively parallel sequencing 

Computational methods designed specifically for massively parallel sequencing data are used for 

several main tasks: base calling and sequence quality scoring, alignment of reads to a reference, 

de novo assembly, visualization or browsing and data archiving.  

For the most part, massively parallel sequencing has continued using the Phred (Q) base-call 

quality scores established for Sanger sequencing (Ewing and Green 1998; Ewing et al. 1998; 

Richterich 1998). Nonetheless, additional metrics are required to measure technical 

reproducibility and errors associated with specific sequencing biochemistries (e.g. 454 and 

Illumina have very different error profiles for homopolymer detection) to facilitate better multi-

platform analyses (Nekrutenko and Taylor 2012). The current data format standard for recording 

sequence reads and corresponding quality scores is the FASTQ format (Cock et al. 2010). 

Unmapped reads are commonly archived in public databases, primarily the NCBI Short Read 

Archive (SRA), which is a GenBank-like standard repository for large raw short read data sets 

(Wheeler et al. 2008b). 

The most active developments in this field consist of updates and variations to alignment and 

assembly methods. The accuracy of read alignment combined with short read lengths is not 

optimal using traditional alignment algorithms like BLAST, SSAHA and BLAT, which were 

popular with capillary sequence reads (Altschul et al. 1990; Ning et al. 2001; Kent 2002). Other 

algorithms have been created and optimized for short read data, and are typically based on hash 

table or suffix tree indexing paradigms. Hash table indexing was initially used by BLAST which 

used a seed-and-extend algorithm (Altschul et al. 1990). Eland, one of the first short read aligners 

used a similar approach by indexing short reads and using spaced seeding to align them (Cox, 

unpublished). SOAP used a similar approach with an indexed genome instead of reads, and 
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MAQ used a similar approach to Eland, but allowed k-mismatches (Li et al. 2008a; Li et al. 

2008b). These methods were soon improved upon with spaced seed methods which allowed gaps 

within seed sequences. As well, seed extension was greatly improved by acceleration of the 

Smith-Waterman algorithm with vectorization, which was implemented in algorithms such as 

NovoAlign (www.novocraft.com) and SHRiMP (Farrar 2007; Rumble et al. 2009). These short 

read aligners offered significant increases in performance and precision with the ability to align 

gapped reads. The next major class of short read aligners is based on suffix trees, often offering 

improved memory footprints using an FM-index (Ferragina and Manzini 2000). With these 

indices, the footprint of the entire human genome ranges from 2-8GB of memory (Li and Homer 

2010). Due to this small memory footprint, the FM-index has been quite popular for short read 

alignment algorithms including Bowtie, Bowtie 2, SOAP2, BWA and BWA-SW (Langmead et al. 

2009; Li and Durbin 2009; Li et al. 2009b; Li and Durbin 2010; Langmead and Salzberg 2012). 

Using short read aligners that allow for gapped alignment greatly reduces the number of false 

positive variant calls, as does the use of base quality information and read pairs such as paired-

end and mate-pair reads (Li and Homer 2010). Specialized read aligners also exist for specific 

purposes; For example, TopHat aligns spliced reads derived from transcribed sequences that 

omit intronic and intergenic sequences (Trapnell et al. 2009). 

Assembly strategies for short read technology have also varied significantly from early contig 

assembly, driven mostly by the abundance of reads generated by massively parallel sequencers 

and their reduced length. Current de novo assembly methods are based on three different 

approaches: greedy, overlap-layout-consensus (OLC) and de Bruijn graph strategies (Miller et al. 

2010). The greedy graph strategy iteratively merges pairs of reads with the greatest overlaps to 

extend contigs and is applied in assemblers like SSAKE (Warren et al. 2007). However, it does 

not necessarily find the optimal solution and can depend on the merging order of equally scored 

pairs. The OLC strategy involves three steps: construct an overlap graph of the reads (pairwise 

comparisons of all reads), identify the optimal paths traversing the graph (called a Hamiltonian 

circuit) and determine the consensus sequence by multiple sequence alignment. This approach is 

used in assemblers such as Newbler, specifically designed to handle 454 homopolymer length 

ambiguity, and Shorty, which estimates the distance between contigs by using seeds that are 300-

500bp long (Margulies et al. 2005; Hossain et al. 2009). OLC methods are computationally 
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intensive because they involve all-by-all pairwise sequence comparisons and must find a 

Hamiltonian circuit, which can only effectively be accomplished by approximation (Paszkiewicz 

and Studholme 2010). These problems are avoided by using de Bruijn graphs which eliminate the 

all-by-all comparisons. Instead, the reads are broken into smaller DNA words and used to 

construct a de Bruijn graph, where the optimal path is simpler to identify. Currently, the most 

popular assemblers use de Bruijn graph strategies and include ABySS, ALLPATHS, SOAPdenovo 

and Velvet (Butler et al. 2008; Zerbino and Birney 2008; Simpson et al. 2009; Li et al. 2010b). 

Mapped read data is most commonly stored in Sequence Alignment/Map (SAM) format or the 

compressed equivalent, BAM format (Li et al. 2009a). These files can be passed to other software 

packages to call genetic variants, such as SAMTools or the Genome Analysis Toolkit (GATK), 

which realign reads to accurately call single nucleotide variants (SNVs) and short insertions or 

deletions (indels) (Li et al. 2009a; McKenna et al. 2010). Software also exists to comparatively use 

sequencing data to determine copy number variants (CNVs) (Xie and Tammi 2009). These 

mapped data can also be visualized using genome browsers such as the Integrative Genomics 

Viewer (IGV) and the Savant Genome Browser which display coverage and variant information 

across samples (Fiume et al. 2010; Robinson et al. 2011; Thorvaldsdottir et al. 2012). Also, 

graphics can be generated to display genome-wide trends using tools such as the popular Circos 

circular layout visualization software (Krzywinski et al. 2009). For an overview of many 

bioinformatic tools, consult The Elements of Bioinformatics 

(http://elements.eaglegenomics.com/). 

1.7 Applications of massively parallel sequencing 

Many of the applications of massively parallel sequencing are derivations of microarray 

applications albeit with higher throughput and more accurate (i.e. single base pair) observations. 

Next-generation sequencers were, however, primarily designed for the purpose of genome 

sequencing. To this end, a key application of massively parallel sequencing is de novo genome 

assembly. As described earlier, current sequencing platforms are capable of generating an 

abundance of short reads that can be used in single read or paired read architectures to assemble 

whole organismal genomes. Since the early sequencers produced reads that were more abundant 
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but significantly shorter than Sanger sequencing reads, the first massively parallel sequenced 

genomes were of megabase-scale bacterial genomes (Margulies et al. 2005). As throughput 

increased, eukaryotic genomes were assembled as well, including the 2.46Gb genome of the giant 

panda (Li et al. 2010a; Nowrousian et al. 2010). 

The assembly of genomes is a crucial first step in genome sequence analysis, but once the 

reference genomes are established, the task of genome sequence determination becomes much 

simpler and is known as genome resequencing. This analysis is typically performed to identify 

genomic variation within a population or patient cohort. Alignment of reads to a reference 

genome is much simpler than assembly and was accomplished earlier than next-generation 

assembly using existing Sanger sequencing-based reference assemblies (Bentley et al. 2008; Wang 

et al. 2008; Wheeler et al. 2008a; McKernan et al. 2009; Pushkarev et al. 2009). Nonetheless, as 

alignment to references becomes more routine researchers are seeking associations with rare 

variants. 

RNA sequencing (RNA-seq) is a major sequencing application that is has roots in gene 

expression microarrays. It allows researchers to sequence cDNAs at great depth to determine 

both transcript abundance and transcript boundaries. It offers much higher depth and 

throughput than EST sequencing, and in contrast to microarrays it offers improved sensitivity, 

dynamic range and limits of detection with less background. In addition, microarrays can only 

detect transcripts if corresponding probes have been designed, while RNA-seq requires no prior 

knowledge or annotation. The first RNA-seq studies were performed in S. cerevisiae and 

mammalian cell lines, but the method is replacing gene expression quantitation by microarrays 

(Cloonan et al. 2008; Lister et al. 2008; Mortazavi et al. 2008; Nagalakshmi et al. 2008; Wilhelm et 

al. 2008). 

Chromatin immunoprecipitation methods have also benefitted from the transition from 

microarray-based ChIP-chip to the sequencing-based ChIP-seq. ChIP-seq works by crosslinking 

DNA-binding proteins to DNA, immunoprecipitating them, de-crosslinking and sequencing the 

DNA fragments. The sequencing adaptation of this protocol delivers an increase in coverage and 

simplicity, since a microarray must cover the entire genome, or all genomic sequences, to 

effectively perform ChIP experiments. ChIP-seq was first performed with S. cerevisiae and 
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mammalian cell lines (Barski et al. 2007; Johnson et al. 2007; Mikkelsen et al. 2007; Robertson et 

al. 2007). A variant of ChIP-seq, sometimes called MNase-seq, is a widely-used method to 

determine nucleosome occupancy in a genome of interest. MNase-seq crosslinks proteins to 

DNA and subsequently preferentially digests unbound DNA using micrococcal nuclease 

(MNase). The remaining fragments represent histone-bound genomic DNA (Albert et al. 2007). 

Another application of massively parallel sequencing adapted from microarrays is the counting 

of molecular barcodes by sequencing (Bar-seq). Sequencing circumvents the need for custom 

barcode microarrays, which are costly to design and manufacture, and it offers numeric barcode 

counts rather than relative abundance data calculated from hybridization intensity. This was first 

demonstrated using the yeast deletion collection in chemical genomic assays (Smith et al. 2009). 

At the time of writing, it is still prohibitively expensive for many clinical studies to perform 

whole genome resequencing of multiple human individuals. Since the coding portion of the 

human genome accounts for under 2% of the genomic DNA, a targeted sequencing strategy 

capturing only the exons called exome sequencing has become popular. Exome-seq uses capture 

probes, similar to microarray oligonucleotide probes, but longer, to specifically isolate and 

sequence the coding regions of the human genome. This has proved to be an effective strategy to 

discover variants underlying Mendelian diseases or phenotypes. Exome-seq is now widely-used  

and has identified mutations associated with brain malformations and Kabuki syndrome as well 

as clinical diagnoses (Choi et al. 2009; Ng et al. 2009; Bilguvar et al. 2010; Ng et al. 2010; Worthey 

et al. 2011). 

In addition to these popular methods, there are many other custom applications for massively 

parallel sequencing. Recently, synthesized DNA has been used to store binary data in an 

information dense manner exceeding any other available technology (Church et al. 2012). Due to 

the incredibly high-throughput of current technologies, if a biological question can be answered 

via sequencing-based experimentation, application of the technology typically yields the most 

cost-effective results (Lander 2012). 
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1.8 Thesis objectives 

My PhD study aims to develop new ways to apply genome-scale technologies to biological 

problems. In this thesis, I will describe three major studies where I used some of the 

aforementioned techniques to answer questions in molecular biology. My first data chapter uses 

genome resequencing of antifungal-resistant yeast strains to identify genetic factors underlying 

the development of drug resistance. This analysis involved the use of massively parallel genomic 

DNA sequencing to identify novel genomic variation. In my second data chapter I report the 

discovery of conserved chromatin architecture in a non-eukaryotic species, an archaeon. This 

study made use of several massively parallel sequencing assays including MNase-seq and RNA-

seq. In my final data chapter, I describe a method I developed to identify human drug targets by 

overexpression of human genes in yeast. At the time, DNA microarrays were best suited to this 

problem, and I aided in the design of an array for this purpose. 

My thesis research applies DNA microarray and sequencing technologies to develop novel 

methods for drug target identification and to study the conservation of chromatin structure.  



 

 
29 

 Genetic and Genomic Architecture of 2
the Evolution of Resistance to 
Antifungal Drug Combinations 

Fungal infections are a major source of human morbidity and mortality, a phenomenon that is 

not widely recognized. These infections are difficult to treat partly due to the limited number of 

antifungal drugs, whose effectiveness is compromised by the emergence of drug resistance. 

Combination therapy has emerged as a powerful strategy to abolish this resistance, but the 

impact of drug combinations on the evolution of resistance remains largely unexplored. Here we 

provide the first analysis of the genetic and genomic changes that underpin the evolution of 

resistance to antifungal drug combinations in the leading human fungal pathogen, Candida 

albicans, and model yeast, Saccharomyces cerevisiae. Since inhibiting the molecular chaperone 

Hsp90 or its downstream effector calcineurin inhibits fungal stress responses, experimental 

populations were evolved in the presence of combinations including inhibitors of Hsp90 or 

calcineurin and the most widely used antifungal in the clinic, the azoles, which inhibit ergosterol 

biosynthesis. Using whole genome sequencing, diverse resistance mutations were identified 

among the 14 of 290 lineages that evolved resistance to the drug combination. These included 

mutations in genes encoding the drug targets, a transcriptional regulator of multidrug 

transporters, a transcriptional repressor of ergosterol biosynthesis enzymes and a regulator of 

sphingolipid biosynthesis. Aneuploidies in several C. albicans lineages were also found. This 

study reveals multiple mechanisms by which resistance to drug combination can evolve, 

suggesting novel strategies to combat drug resistance. 

 



 

 
30 

Portions of this chapter have been adapted from the following manuscript: 

Hill, J. A., Ammar, R., Torti, D., Nislow, C. & Cowen, L. E. Genetic and Genomic Architecture of 

the Evolution of Resistance to Antifungal Drug Combinations. 2013. PLoS Genetics. 2013. 9(4): 

e1003390. 

This work has been adapted under the Creative Commons Attribution license. 

 

Author contributions: 

JAH: Conception and design, prepared biological material, performed molecular analyses, 

interpretation of results, drafting and revising the article 

RA: Conception and design, acquisition of data, performed computational analyses, 

interpretation of results, drafting and revising article 

DT: Performed the sequencing 

CN: Conception and design, interpretation of results, drafting and revising the article 

LEC: Directed the research, conception and design, interpretation of results, drafting and 

revising the article 

 

  



 

 
31 

 

2.1 Pathogenic fungi, antifungal drugs and resistance 
mechanisms  

Mycoses have a dramatically negative effect on human health affecting billions annually, with 

mortality rates exceeding 50% for invasive fungal infections (Brown et al. 2012a). Yet, the disease 

burden of these pathogenic fungi is widely unappreciated because they often become life 

threatening in immunocompromised individuals who are already burdened by other diseases. 

These include AIDS patients and organ transplant patients treated with immunosuppressive 

therapy to prevent organ rejection. Even with current treatment options, fungal pathogens kill as 

many people as tuberculosis or malaria (Pfaller and Diekema 2010; Brown et al. 2012b). 

In general, fungal infections can be subdivided into two major classes: superficial and invasive 

(Brown et al. 2012a). Superficial infections are very common, often occurring when 

dermatophytes colonize the skin or nails. These also encompass mucosal infections of the oral 

and genital tracts, which are very common but seldom life-threatening, such as thrush or 

vulvovaginitis (Sobel 2007). Invasive infections are much less common as the immune system of 

healthy individuals is capable of prevention, although these infections are associated with high 

mortality. The majority of all mortality due to invasive fungal infections is due to infection with 

species from the genera Aspergillus, Candida, Cryptococcus and Pneumocystis (Shapiro et al. 2011; 

Brown et al. 2012a). Cryptococcus species are typically found in soil or on trees and infect 

individuals who inhale the fungi, after which it can spread within immunocompromised 

individuals. Cryptococcus frequently infects the central nervous system leading to fungal 

meningoencephalitis and is most commonly found in AIDS patients (Sionov et al. 2010). Both 

Aspergillus and Pneumocystis species are airborne opportunistic pathogens that can cause lethal 

respiratory infections in immunocompromised individuals. Candida species are the most 

common commensal fungi and live on the human epithelium as a natural member of the 

mucosal microbiota of healthy humans, but can cause life-threatening illness in 

immunocompromised individuals (Horn et al. 2009; Marr 2010; Pfaller and Diekema 2010). In 

particular, Candida albicans, a budding yeast, is the most pervasive fungal pathogen, the leading 
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cause of death due to fungal infection (Pfaller and Diekema 2007) and the fourth leading cause of 

hospital-acquired infectious disease (Pfaller and Diekema 2007; Pfaller and Diekema 2010). 

Often fungal infections progress unimpeded due to delays in diagnostic testing and limited 

therapeutic options (Brown et al. 2012a). With the widespread deployment of antimicrobial 

agents in both clinical and environmental settings, the rate at which resistance evolves in 

pathogen populations outpaces the rate of drug development (Bush et al. 2011; Chopra 2012). 

The evolution of resistance to antifungal drugs is of particular concern given the increasing 

incidence of life-threatening invasive fungal infections, and the limited number of antifungal 

drugs with distinct targets (Shapiro et al. 2011). Unlike for antibacterials, fungal-specific drug 

targets are limited, in part due to the close evolutionary relationships of these eukaryotic 

pathogens with their human hosts, rendering most treatments toxic to the host or ineffective in 

combating infections (Cowen 2008). Thus, there is a pressing need to develop new strategies to 

enhance the efficacy of antifungal drugs and to minimize the emergence of drug resistance. 

A powerful strategy to extend the life of current antimicrobial agents is drug combination 

therapy (Torella et al. 2010). Combination therapy has the potential to minimize the evolution of 

drug resistance by more effectively eradicating pathogen populations and by requiring multiple 

mutations to confer drug resistance (zur Wiesch et al. 2011). Great success has been achieved 

with combination therapy in the treatment of HIV (Hogg et al. 1998; Palella et al. 1998; 

Nakagawa et al. 2012), and it is currently the recommended strategy for treatment of tuberculosis 

and malaria (WHO 2011; WHO 2012). Combination therapies have been less well explored in 

the clinic for fungal pathogens, however, targeting cellular regulators of fungal stress responses 

has emerged as a promising strategy to enhance the efficacy of antifungal drugs and to abrogate 

drug resistance (Steinbach et al. 2007; Cowen 2008). Two key cellular regulators that are critical 

for orchestrating cellular responses to drug-induced stress are Hsp90 and calcineurin. The 

molecular chaperone Hsp90 regulates the stability and function of diverse client proteins (Cowen 

and Lindquist 2005; Taipale et al. 2010), and controls stress responses required for drug 

resistance by stabilizing the protein phosphatase calcineurin (Imai and Yahara 2000; Cruz et al. 

2002; Cowen and Lindquist 2005; Cowen et al. 2006; Singh et al. 2009). Compromise of Hsp90 or 

calcineurin function transforms antifungals from fungistatic to fungicidal and enhances the 
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efficacy of antifungals in mammalian models of systemic and biofilm fungal infections 

(Steinbach et al. 2007; Uppuluri et al. 2008; Cowen et al. 2009; Robbins et al. 2011), suggesting 

that combination therapy with azoles and inhibitors of Hsp90 or calcineurin may provide a 

powerful strategy to treat life-threatening fungal infections.  

Targeting fungal stress response regulators holds particular therapeutic promise for enhancing 

the efficacy of the azoles, which are the class of antifungal drug that has been used most widely in 

the clinic for decades. Azoles block the production of ergosterol, the major sterol of fungal cell 

membranes, by inhibition of lanosterol demethylase, Erg11, resulting in a depletion of ergosterol 

and the accumulation of the toxic sterol intermediate, 14-α-methyl-3,6-diol, produced by Erg3 

(Sanglard 2002). The azoles are generally fungistatic, causing inhibition of growth rather than cell 

death, and thus impose strong selection for resistance on the surviving fungal population 

(Anderson 2005). As a consequence, resistance is frequently encountered in the clinic (White et 

al. 1998). Azole resistance mechanisms fall into two broad classes: those that block the effect of 

the drug on the fungal cell and those that allow the cell to tolerate the drug by minimizing its 

toxicity (Cowen 2008). The former class of resistance mechanisms includes upregulation of drug 

efflux pumps (Balzi et al. 1994), or mutation of the azole target that prevents azole binding (Favre 

et al. 1999). The latter class includes loss-of-function mutations in ERG3, which encodes a ∆-5,6-

desaturase in the ergosterol biosynthesis pathway. Erg3 loss-of-function blocks the accumulation 

of a toxic sterol intermediate, conferring azole resistance that is contingent on cellular stress 

responses (Anderson et al. 2003; Cowen and Lindquist 2005). Azole resistance acquired by loss of 

function of Erg3 or by many other mutations is dependent on Hsp90 and calcineurin (Cowen 

and Lindquist 2005). Inhibition of these stress response regulators enhances azole sensitivity of 

diverse clinical isolates, and compromises azole resistance of isolates that evolved resistance in a 

human host (Marchetti et al. 2000; Cruz et al. 2002; Cowen and Lindquist 2005; Robbins et al. 

2011). Inhibition of Hsp90 or calcineurin with molecules that are well tolerated in humans can 

impair the evolution of azole resistance (Cowen and Lindquist 2005; Cowen et al. 2006), though 

the potential for evolution of resistance to the drug combinations remains unknown. 

Azole resistance mechanisms have been studied most extensively in C. albicans and the model 

yeast Saccharomyces cerevisiae. Drug resistance can readily evolve in C. albicans in the laboratory 



 

 
34 

and the clinic, and molecular studies have revealed a diversity of resistance mechanisms (Pfaller 

2012). Molecular studies with C. albicans are hindered by its obligate diploid state, lack of 

meiotic cycle, unusual codon usage, and inability to maintain plasmids (Berman and Sudbery 

2002), thus complementary experiments are often performed with its genetically tractable 

relative, S. cerevisiae, with which it often shares drug resistance phenotypes and underlying 

molecular mechanisms (Cowen and Steinbach 2008). For both species, inhibition of Hsp90 or 

calcineurin reduces azole resistance acquired by diverse mutations (Cruz et al. 2002; Onyewu et 

al. 2003; Cowen and Lindquist 2005; Cowen et al. 2009). With short generation times and 

relatively small genomes, these organisms provide tractable and complementary systems to 

explore the dynamics and mechanisms underpinning the evolution of resistance to drug 

combinations. 

In collaboration with Jessica Hill and Leah Cowen, I provide the first analysis of the genetic and 

genomic architecture of the evolution of resistance to drug combinations in fungi. To 

recapitulate a clinical context where Hsp90 or calcineurin inhibitors could be used in 

combination with azoles to render azole-resistant fungal pathogens responsive to treatment, we 

initiated an evolution experiment with strains that are resistant to azoles in a manner that 

depends on Hsp90 and calcineurin. Populations of S. cerevisiae and C. albicans that were 

resistant to azoles due to loss of function of Erg3 were evolved with a combination of an azole 

and geldanamycin, an inhibitor of Hsp90, or FK506, an inhibitor of calcineurin, to identify the 

mechanisms by which resistance evolves to the drug combinations. Of 290 lineages initiated, 

most went extinct, yet 14 evolved resistance. We identified mechanisms of resistance in the 

evolved lineages using a hypothesis-driven approach based on cross-resistance profiling and a 

complementary unbiased approach using whole genome sequencing. Resistance mutations in the 

drug target of FK506 or geldanamycin were identified and validated in five lineages. Non-

synonymous substitutions conferring resistance were identified in a transcriptional activator of 

drug efflux pumps, Pdr1, and in a regulator of sphingolipid biosynthesis, Lcb1. Resistance also 

arose by premature stop codons in the catalytic subunit of calcineurin and in a repressor of 

ergosterol biosynthesis genes, Mot3. Several of the mutations conferred resistance to 

geldanamycin or FK506, while other mutations transformed azole resistance from dependent on 

calcineurin to independent of this stress response regulator. Genome analysis also identified 
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extensive aneuploidy in four of six C. albicans lineages. Thus, we illuminate the molecular basis 

for the transition of azole resistance from calcineurin dependence to independence, and establish 

numerous mechanisms by which resistance to drug combinations can evolve, providing a 

foundation for predicting and preventing the evolution of drug resistance. 

2.2 Results 

2.2.1 Experimental evolution yields resistance to drug combinations  

Inhibition of Hsp90 or calcineurin has emerged as promising strategy to enhance the efficacy of 

azoles against resistant fungal pathogens, motivating this study to monitor the evolution of 

resistance to the drug combinations in azole-resistant populations. To do so, J. Hill used an 

experimental evolution approach starting with C. albicans and S. cerevisiae strains that harbour 

erg3 loss-of-function mutations or deletions, rendering them resistant to azoles in a manner that 

depends on the stress response regulators Hsp90 and calcineurin (Cowen 2008). Propagation of 

these strains in the presence of azole and the Hsp90 inhibitor geldanamycin or azole and the 

calcineurin inhibitor FK506 at concentrations that exert selection pressure for resistance to the 

drug combination could lead to the evolution of resistance to geldanamycin or FK506, or the 

evolution of an azole resistance mechanism that is independent of Hsp90 or calcineurin among 

extant lineages (Fig. 2-1a). Lineages were propagated by serial transfer of between 33 and 100 

generations until robust growth of extant lineages was observed in the presence of the drug 

combination (Fig. 2-1b). The effective population size per lineage was ~4.6 x 106, given that 

cultures reached saturation (~107 cells/ml) between transfers. Of the 290 lineages initiated, the 

majority went extinct. 14 lineages evolved resistance to the combination of azole and inhibitor of 

Hsp90 or calcineurin (Fig. 2-1c); seven of these lineages are C. albicans and seven are S. cerevisiae 

(Table 2-1). Six C. albicans lineages evolved resistance to azole and FK506 (Ca-F lineages), and 

only one evolved resistance to azole and geldanamycin (Ca-G lineage). Four S. cerevisiae lineages 

evolved resistance to azole and geldanamycin (Sc-G lineages) and three evolved resistance to 

azole and FK506 (Sc-F lineages).  
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Figure 2-1. Design and 
outcome of the 
experimental evolution 
of resistance to drug 
combinations. (A) 
Experimental populations 
were initiated with S. 
cerevisiae and C. albicans 
strains resistant to azoles 
due to erg3 loss of 
function. Resistance is 
contingent on Hsp90 and 
calcineurin, such that 
inhibition of either of these 
cellular stress response 
regulators results in cell 
death (t0). Propagation in 
the presence of azole and 
the Hsp90 inhibitor 
geldanamycin or azole 
and the calcineurin 
inhibitor FK506 at 
concentrations that exert 
selection pressure for 
resistance to the drug 
combination results in the 
evolution of resistance to 
geldanamycin or FK506 
(t1a) or the evolution of an 
azole resistance 

mechanism that is independent of Hsp90 or calcineurin (t1b) among extant 
lineages. (B) Single colony founders were used to initiate evolution experiments 
in 24- or 96-well plates containing control and treatment wells. Controls consisted 
of: no drug, azole, geldanamycin or FK506, where drug concentrations were not 
inhibitory. Treatment wells consisted of combinations of azole and geldanamycin 
or FK506, selected based on dose response matrices. (C) Experimental 
evolution of resistance to azole and geldanamycin or azole and FK506 yielded 14 
resistant lineages out of 290 initiated. Ca = Candida albicans; Sc = 
Saccharomyces cerevisiae. 
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Strain 
name Ancestor 

Drug 
combination 

evolved in 

Fluconazole 
(FL) or 

miconazole (M) 
concentration 

evolved in 
(µg/ml) 

FK506 or 
geldanamycin 

(GdA) 
concentration 

evolved in (µM) 

Number of 
transfers 

(generations) 

Number 
of wells 
in plate 
evolved 

in 

Sc-­‐F-­‐1 ScLC7 FL and 
FK506 32 2.5 13 (~ 86) 24 

Sc-F-2 ScLC7 FL and 
FK506 64 0.03 13 (~ 86) 24 

Sc-F-3 ScLC7 M and 
FK506 75 0.06 6 (~ 40) 24 

Ca-F-4 CaLC660 FL and 
FK506 256 20 9 (~ 60) 96 

Ca-F-5 CaLC660 FL and 
FK506 256 20 9 (~ 60) 96 

Ca-F-6 CaLC660 FL and 
FK506 256 1.2 13 (~ 86) 24 

Ca-F-7 CaLC660 FL and 
FK506 4 2 5 (~ 33) 24 

Ca-F-8 CaLC660 FL and 
FK506 4 2 5 (~ 33) 24 

 

Ca-F-9 CaLC660 M and 
FK506 64 1.2 5 (~ 33) 24 

Ca-F-10 CaLC660 FL and GdA 0.1875 0.16 13 (~ 86) 24 
Sc-G-11 ScLC10 FL and GdA 256 0.6 13 (~ 86) 24 
Sc-G-12 ScLC7 FL and GdA 256 0.6 13 (~ 86) 24 
Sc-G-13 ScLC10 FL and GdA 16 2.5 5 (~ 33) 24 
Sc-G-14 ScLC10 FL and GdA 16 2.5 5 (~ 33) 24 

 
Table 2-1.  Evolution experiment treatments and conditions. 
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Resistance levels to the drug combinations of all fourteen evolved lineages were evaluated by 

performing minimum inhibitory concentration (MIC) assays in the presence of the inhibitors 

with which they were evolved, azole and FK506 (Fig. 2-2a,b) or azole and geldanamycin (Fig. 2-

2c-e). Because the azole resistance phenotypes of the starting strains were abrogated by 

geldanamycin or FK506, resistance of the evolved lineages was monitored with a fixed 

concentration of azole and a gradient of concentrations of geldanamycin or FK506. Resistance 

was monitored for a population of cells from each archived lineage, and for four clones isolated 

from the evolved population. In all cases, the clones reflected the resistant phenotype of the 

population, suggestive of strong selective sweeps as mutations were rapidly fixed in the 

population. For each population, a clone was archived and further analyses were performed on 

that strain. The lineages evolved distinct levels of resistance to the drug combinations (Fig. 2-2), 

indicating that they acquired different mutations conferring resistance.  

J. Hill assessed cross-resistance profiles to determine the mechanisms of drug combination 

resistance. Assays were performed in the presence of a fixed concentration of an azole and a 

gradient of concentrations of the structurally dissimilar counterpart to the Hsp90 or calcineurin 

inhibitor with which the population was evolved (native inhibitor), as well as with an azole and 

an inhibitor of the other stress response regulator not targeted in the evolution experiment (naïve 

inhibitor; i.e. Hsp90 inhibitor if the population was evolved with a calcineurin inhibitor). Cross-

resistance profiles can be used to predict candidate resistance mechanisms based on an 

understanding of how these inhibitors bind to and inhibit their targets (Fig. 2-3).  

While successful, these hypothesis driven approaches did not uncover candidate resistance 

mutations for the all evolved lineages. We therefore turned to whole genome sequencing to 

provide an unbiased approach to identify mutations that accompany the evolution of resistance 

to the drug combinations on a genomic scale. 
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Figure 2-2. The populations evolved distinct resistance profiles. Levels of 
resistance to azole and FK506 (A, B) or azole and geldanamycin (C – E) of 
evolved strains of S. cerevisiae (A, C, D) and C. albicans (B, E), relative to their 
ancestors. Resistance was measured with a constant concentration of azole and 
a gradient of geldanamycin or FK506 in YPD at 30˚C for 2 days (B) or 3 days (A, 
C- E). Optical densities were averaged for duplicate measurements and 
normalized relative to drug-free controls (see colour bar). GdA = geldanamycin 
and FL = fluconazole.  
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Figure 2-3. Cross-resistance profiles provide a strategy to predict 
resistance mechanisms. (A) Strains evolved in azole and FK506 were tested 
for cross-resistance to azole and the calcineurin inhibitor cyclosporin A as well as 
azole and the Hsp90 inhibitor geldanamycin. (B) Candidate resistance 
mechanisms based on specific cross-resistance profiles of strains evolved with 
azole and FK506. (C) Strains evolved in azole and geldanamycin were tested for 
cross-resistance to azole and the Hsp90 inhibitor radicicol as well as azole and 
the calcineurin inhibitor FK506. (D) Candidate resistance mechanisms based on 
specific cross-resistance profiles of strains evolved with azole and geldanamycin. 
GdA = geldanamycin; RAD = radicicol; CsA = cyclosporin A; and FL = 
fluconazole. 
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2.2.2 Sequence analysis workflow 

Sequence reads generated from the S. cerevisiae strains were aligned to the S288c genome, a high 

fidelity sequence derived from an individual yeast colony from F. Dietrich’s lab at Duke 

University; It is the Saccharomyces Genome Database reference genome as of February 2011 

(Engel et al. 2010). Reads from the C. albicans strains were aligned to the SC5314 genome from 

the Candida Genome Database (Skrzypek et al. 2010). While C. albicans is an obligate diploid, 

the current build of the genome, assembly 21, is a haploid genome, and is an improvement over 

the original diploid genome, assembly 19 (Jones et al. 2004; van het Hoog et al. 2007). The 

diploid assembly was not used because it features 412 supercontigs with non-obvious 

heterozygosity, whereas the haploid assembly has been curated and organized into 8 contiguous 

chromosomes (van het Hoog et al. 2007). 

The sequence analysis workflow used several popular short read aligners and variant calling 

software to achieve whole genome resequencing of the yeast strains. Illumina single-end and 

paired-end reads were trimmed from the 5’ and 3’ ends for low quality basecalls and 

subsequently aligned to the reference assemblies with Bowtie 2. This aligner is capable of aligning 

reads of variable lengths with gaps, which yields single nucleotide variant (SNV) calls with a 

lower false positive rate. The alignments were output in the standard Sequence Alignment/Map 

(SAM) file format and processed with Picard (http://picard.sourceforge.net.) to sort and 

compress the SAM files into binary SAM (BAM) files and create BAM indices to quickly access 

the data (Li et al. 2009a). Genome coverage was computed using the Genome Analysis Toolkit 

(GATK), a framework for processing aligned short read data (McKenna et al. 2010; DePristo et 

al. 2011).  Single nucleotide variants for S. cerevisiae were called using the UnifiedGenotyper 

package from the GATK and parental SNVs were subtracted from evolved strain lists to yield a 

list of novel SNVs. Since C. albicans is obligate diploid, I processed those strains with a 

probabilistic tool called JointSNVMix which uses paired parental and evolved strain sequence 

data to determine significant novel variants (Roth et al. 2012). Indels were called for both 

organisms with the UnifiedGenotyper. Thresholds for high confidence variants were set to 

minimize false positive SNV calls (see Materials and Methods). Finally, copy number variants 

(CNVs) were detected  
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using CNV-seq (Xie and Tammi 2009). All short read alignments were visualized using the 

Savant Genome Browser (Fiume et al. 2010). 

2.2.3 Whole genome sequencing identifies candidate resistance 
mutations 

Whole genome sequencing provided an unbiased approach to identify mutations that 

accompany the evolution of resistance to the drug combinations on a genomic scale. For 

example, S. cerevisiae Sc-F-1 was evolved with azole and FK506 and demonstrated robust 

resistance to the combination of azole and FK506 as well as azole and cyclosporin A (Fig. 2-4a). 

This resistance profile suggested a possible mechanism of resistance involving alteration of 

calcineurin that prevents the binding of both protein-drug immunophilin complexes, or the 

emergence of a calcineurin-independent azole resistance mechanism. Calcineurin is encoded by 

the redundant catalytic subunits CNA1 and CNA2 and the regulatory subunit CNB1 in S. 

cerevisiae (Cyert et al. 1991; Hemenway and Heitman 1999). Sequencing of CNA1, CNA2 and 

CNB1 did not reveal any mutations. Intriguingly, abrogating calcineurin function by deletion of 

CNB1 did not reduce resistance to azole and FK506 in Sc-F-1, indicating a calcineurin-

independent mechanism of resistance had evolved (Fig. 2-4b). Whole genome sequencing at high 

coverage (Table 2-2) identified two non-synonymous mutations (Table 2-3), as well as 58 

mutations that were synonymous or in non-coding regions (Table 2-4); the best candidate for a 

mutation for affecting resistance was a mutation in MOT3, a transcriptional repressor of 

ergosterol biosynthesis genes (Hongay et al. 2002). The non-synonymous substitution in MOT3 

resulted in a premature stop codon near the middle of the coding sequence, MOT3G265*, 

suggesting that this might be a loss-of-function allele. Deletion of MOT3 in the background of 

the ancestral strain or in Sc-F-1 phenocopied the level of resistance of Sc-F-1, which is consistent 

with MOT3G265* being a loss-of-function allele that confers resistance in Sc-F-1 (Fig. 2-4c). 
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Figure 2-4. Whole genome 
sequencing identifies mutations 
that confer resistance to azole 
and FK506, as well as azole and 
geldanamycin. (A) Sc-F-1 is 
resistant to azole and FK506 and 
cross-resistant to azole and 
cyclosporin A. (B) Resistance of 
Sc-F-1 is calcineurin-independent. 
Deletion of CNB1, which encodes 
the regulatory subunit of calcineurin 
required for its activation does not 
affect resistance of Sc-F-1. (C) 
Deletion of MOT3 in the ancestral 
strain confers resistance to azole 
and FK506 equivalent to Sc-F-1, 
which is consistent with the 
MOT3G265* allele of Sc-F-1 
conferring resistance to azole and 
FK506. (D) Sc-G-13 is slightly 
resistant to azole and 
geldanamycin. (E) Resistance to 
azole and geldanamycin in Sc-G-13 
is reduced when PDRR865P is 
deleted and PDR1 is expressed on 
a plasmid. Resistance assays were 
performed and analyzed as in 
Figure 2-2, with incubation for 2 
days at 30˚C in YPD (A – D) or SD 
(E). CsA = cyclosporin A; GdA = 
geldanamycin; RAD = radicicol; and 
FL = fluconazole. 
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S. cerevisiae lineage Sc-G-13 was evolved with azole and geldanamycin and demonstrates only a 

small increase in resistance to this combination, with no cross-resistance to either azole and 

FK506 or azole and radicicol (Fig. 2-4d). This resistance profile is consistent with a mutation in 

HSC82 or HSP82 that partially reduces binding of geldanamycin, however, no mutations were 

identified upon sequencing HSC82 and HSP82. Genome sequencing of Sc-G-13 identified five 

non-synonymous mutations, as well as 130 that were synonymous or in non-coding regions 

(Table 2-3); the best candidate for a mutation affecting resistance was a C2593G mutation in 

PDR1, which encodes a transcription factor that regulates the expression of numerous multidrug 

transporters such as PDR5. Gain-of-function mutations in PDR1 are a well-established 

mechanism of azole resistance that is independent of Hsp90 and calcineurin (Kolaczkowska and 

Goffeau 1999; Anderson et al. 2003; Cowen and Lindquist 2005). The mild resistance phenotype 

of Sc-G-13 suggested that the PDR1P865R allele in Sc-G-13 confers only a slight increase in drug 

efflux pump expression. Cross-resistance to azole and FK506 was not observed, likely because 

FK506 inhibits Pdr5-mediated efflux (Hendrych et al. 2009). To evaluate the importance of the 

PDR1P865R allele in resistance to azole and geldanamycin, PDR1 was deleted from the ancestral 

strain and the evolved Sc-G-13 lineage and the ancestral PDR1 allele was introduced on a 

plasmid driven by the GPD1 promoter. Replacing the PDR1P865R allele of Sc-G-13 with the 

ancestral PDR1 allele reduced resistance of Sc-G-13 (Fig. 2-4e). Resistance remained slightly 

increased relative to the ancestral strain, likely due to higher expression of PDR1 from the GPD1 

promoter relative to the native promoter; consistent with this possibility, simply replacing the 

ancestral PDR1 allele in the ancestor with the same allele on the plasmid conferred a small 

increase in resistance (Fig. 2-4e). Since there was no difference in resistance phenotype between 

the ancestral and evolved strains when the plasmid provided the only allele of PDR1, there are 

likely no other mutations conferring resistance in Sc-G-13.  
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Strain Mean 
Coverage 

Sc-F-1 102 
Sc-G-13 71 
Ca-F-4 75 
Ca-F-5 176 
Ca-F-6 163 
Ca-F-7 179 
Ca-F-8 165 
Ca-F-9 204 

 
Table 2-2. Mean coverage whole-genome sequenced strains. 
 

 

Strain Gene ID Gene 
Name GO Biological Process Nucleotide 

Change 
Non-synonymous 

Change 

Sc-F-1 YMR070W MOT3 

cellular hyperosmotic 
response; negative 
regulation of ergosterol 
biosynthetic process; 
negative regulation of 
transcription from RNA 
polymerase II reporter; 
positive regulation of 
transcription from RNA 
polymerase II promoter 

C792T Q265* 

Sc-F-1 YBL096C  unknown T140G N47K 

Sc-G-13 YGL013C PDR1 

positive regulation of 
cellular response to drug; 
positive regulation of 
transcription from RNA 
polymerase II promoter 

C2593G P865R 

Sc-G-13 YLR162W-A RRT15 unknown T81C S28P 

Sc-G-13 YGR090W UTP22 

maturation of SSU-rRNA 
from tricistronic rRNA 
transcript (SSU-rRNA, 
5.8S rRNA, LSU-rRNA); 
rRNA processing; tRNA 
export from nucleus 

G3648A E1217K 

Sc-G-13 YJR035W RAD26 
nucleotide-excision repair; 
transcription-coupled 
nucleotide-excision repair 

G1590T V531F 

Sc-G-13 YFL017W-A SMX2 mRNA splicing, via 
spliceosome A148C D50A 

 
Table 2-3. Non-synonymous S. cerevisiae single nucleotide variants.  
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For the six C. albicans lineages evolved with fluconazole and FK506 (Ca-F-4, Ca-F-5, Ca-F-6, Ca-

F-7, Ca-F-8, and Ca-F-9), candidate resistance mutations were not identified by hypotheses-

based cross-resistance profiles. These lineages shared the same cross-resistance profile of 

resistance to high concentrations of FK506 and increased resistance to cyclosporin A in the 

presence of azole (Fig. 2-5). This profile suggested that either a mutation in calcineurin 

preventing binding of both drug-immunophilin complexes occurred or a calcineurin-

independent mechanism of resistance to azoles evolved. We sequenced the genomes of all six 

lineages of this resistance class.   

Genome analysis revealed aneuploidies in four of these evolved lineages. For Ca-F-4, I identified 

extensive aneuploidies in the absence of any non-synonymous mutations (Fig. 2-6). This lineage 

exhibited increased copy number of chromosomes 4, 6 and 7 as well as an increase in copy 

number of the right arm of chromosome 5. Since approximately half the genome of Ca-F-4 had 

elevated copy number, resistance might be conferred by a combination of mechanisms including 

overexpression of the many relevant genes that were amplified including the gene encoding the 

drug transporter Mdr1, genes encoding ergosterol biosynthetic enzymes, the gene encoding the 

calcineurin regulatory subunit CNB1, or those encoding regulators of many other cellular 

pathways. I also identified increased copy number of chromosome 4 in three of the lineages, Ca-

F-5, Ca-F-6 and Ca-F-7, as observed in Ca-F-4 (Fig. 2-6). Ca-F-5 also had an increased copy 

number of chromosome 7. The remaining two lineages, Ca-F-8 and Ca-F-9, had no copy number 

variation other than variation in chromosome R, which was observed in all of the C. albicans 

lineages sequenced. Chromosome R contains the genes coding for rDNA, and extensive variation 

in size of the rDNA array has been observed in experimental populations of C. albicans (Cowen 

et al. 2000), likely as a consequence of the highly repetitive nature of the genomic context. 

Two non-synonymous mutations were identified in C. albicans lineage Ca-F-9 (Table 2-5), and 7 

mutations that were synonymous or in non-coding regions. The best candidate for a resistance 

mutation is the C1201A mutation in CNA1, the gene encoding the catalytic subunit of 

calcineurin; this mutation leads to a premature stop codon, S401*. Truncation of C. albicans 

Cna1 at position 499 removes the autoinhibitory domain, resulting in a constitutively activated 

form of calcineurin (Sanglard et al. 2003).   
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Strain # of SNVs 
Sc-F-1 60 

Sc-G-13 135 
Ca-F-4 169 
Ca-F-5 23 
Ca-F-6 23 
Ca-F-7 20 
Ca-F-8 21 
Ca-F-9 9 

Table 2-4. Number of high confidence single nucleotide variants (SNVs) 
(coding and non-coding). 

 

Figure 2-5. Six C. albicans lineages 
evolved with azole and FK506 
share the same cross-resistance 
profile, and a mutation in CNA1 
and LCB1 confer resistance. (A) 
Each C. albicans lineage is resistant 
to high concentrations of FK506 or 
cyclosporin A in the presence of 
azole. (B) CNA1S401* confers 
resistance to azole and calcineurin 
inhibitors in Ca-F-9. The C1201A 
mutation in CNA1, the gene encoding 
the catalytic subunit of calcineurin 
leads to a premature stop codon, and 
removal of the autoinhibitory domain. 
Deletion of CNA1S401* in Ca-F-9 
abrogates resistance, while deletion 
of one allele of CNA1 in the parental 
strain has no impact on sensitivity. 
(C) The A1169T mutation in 
orf19.6438 resulting in non-
synonymous substitution (L390F) in 
this ortholog of S. cerevisiae LCB1 
likely confers resistance in Ca-F-8. 
Lcb1 encodes a component of serine 
palmitoyltransferase that is 
responsible for the first committed 
step in sphingolipid biosynthesis, 
along with Lcb2. Inhibition of Lcb1 

and Lcb2 with myriocin (900 nM) abrogates resistance of Ca-F-8. Resistance 
assays were performed and analyzed is in Figure 2-2, with incubation for 2 days 
at 30˚C in YPD. GdA = geldanamycin; CsA = cyclosporin A; and FL = 
fluconazole. 
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Figure 2-6. Aneuploidies identified in four C. albicans lineages that evolved 
resistance to the combination of azoles and calcineurin inhibitors. The 
genomes of six evolved strains were sequenced and profiled for copy number 
variants using CNV-Seq.  Four of the strains contain aneuploidies: Ca-F-4, Ca-F-
5, Ca-F-6, and Ca-F-7. Notably, chromosome 4 is increased in copy number in 
all four strains, suggesting that a locus on this chromosome is related to the 
mechanism of resistance. Blue = log2 values; Red = moving average values. 
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Table 2-5. Non-synonymous C. albicans single nucleotide variants. 

Strain Gene ID Gene 
Name GO Biological Process Nucleotide 

Change 
Non-synonymous 

Change 
Ca-F-6 orf19.3041  unknown G376T G126V 

Ca-F-6 orf19.5015 MYO2 

actin cytoskeleton reorganization; cell 
growth mode switching, budding to 
filamentous; cell morphogenesis; cellular 
response to heat; establishment of nucleus 
localization; establishment or maintenance of 
cell polarity; filamentous growth; 
filamentous growth of a population of 
unicellular organisms in response to heat; 
nucleus organization 

G2404C R802T 

Ca-F-7 orf19.3041  unknown G376T G126V 

Ca-F-8 orf19.2929 GSC1 
(1,3)-β-D glucan biosynthetic process; 
fungal-type cell wall organization; 
pathogenesis 

C1152A H385N 

Ca-F-8 orf19.3041  unknown G376T G126V 
Ca-F-8 orf19.1263 CFL1 copper iron import; iron ion transport G1591T R531I 
Ca-F-8 orf19.6131 KSR1 sphingolipid biosynthetic process A21T I8F 
Ca-F-8 orf19.6438  predicted: sphingolipid biosynthetic process A1169T L390F 

Ca-G-10 orf19.2174 RAD57 
predicted: heteroduplex formation; meiotic 
DNA recombinase activity; reciprocal 
meiotic recombination; telomere 
maintenance via recombination 

T341G C114W 

Ca-G-10 orf19.4337  monocarboxylic acid transport C1627A S543Y 

Ca-G-10 orf19.6515 HSP90 

cellular response to drug; cellular response to 
heat; filamentous growth; filamentous 
growth of a population of unicellular 
organisms; intracellular steroid hormone 
receptor signaling pathway; negative 
regulation of filamentous growth of a 
population of unicellular organisms; 
pathogenesis; protein folding; regulation of 
apoptotic process 

G270T D91Y 

Ca-G-10 orf19.6693  predicted: proteolysis A3306C I1103L 

Ca-F-9 orf19.6033 CNA1 

cellular response to biotic stimulus; cellular 
response to cation stress; cellular response to 
starvation; filamentous growth; filamentous 
growth of a population of unicellular 
organisms; filamentous growth of a 
population of unicellular organisms in 
response to biotic stimulus; filamentous 
growth of a population of unicellular 
organisms in response to starvation; fungal-
type cell wall organization; hyphal growth; 
pathogenesis; regulation of apoptotic process 

C1201A S401* 

Ca-F-9 orf19.3041  unknown G376T G126V 
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Consistent with this mutation conferring resistance to the combination of azole and FK506 or 

azole and cyclosporin A, deletion of the evolved CNA1 allele in Ca-F-9 abrogates resistance to the 

combination of azole and calcineurin inhibitor (Fig. 2-5b). Deletion of one allele of CNA1 in the 

ancestral strain has no effect on sensitivity to the drug combination. Thus, hyperactivation of 

calcineurin provides a mechanism by which resistance to azoles and calcineurin inhibitors can 

evolve. 

Five non-synonymous mutations were identified in the C. albicans lineage Ca-F-8 (Table 2-5), 

and 16 mutations that were synonymous or in non-coding regions. The best candidate for a 

resistance mutation is the A1169T mutation identified in orf19.6438 resulting in non-

synonymous substitution, L390F. orf19.6438 remains uncharacterized in C. albicans but is an 

ortholog of S. cerevisiae LCB1, which encodes a component of serine palmitoyltransferase that is 

responsible for the first committed step in sphingolipid biosynthesis, along with Lcb2 (Buede et 

al. 1991). Sphingolipids are a necessary component of the fungal cell membrane and have known 

interactions with ergosterol (Dickson and Lester 2002), while inhibitors of sphingolipid 

biosynthesis can enhance the efficacy of azoles (Spitzer et al. 2011). To test the model that 

LCB1L390F confers resistance to the combination of azole and calcineurin inhibitor, J. Hill used the 

serine palmitoyltransferase inhibitor myriocin, which inhibits Lcb1 and Lcb2 (Chen et al. 1999). 

Inhibition of Lcb1 with myriocin abrogated resistance to azole and FK506 of the evolved lineage 

Ca-F-8 but did not affect resistance of Ca-F-9 (Fig. 2-5c), suggesting that LCB1L390F confers 

resistance to the drug combination. Notably, myriocin caused an increase in resistance of the 

ancestral strain to azole and FK506 suggesting that resistance phenotypes are exquisitely sensitive 

to the balance of sphingolipid biosynthesis. 

2.3 Discussion 

This study provides the first experimental analysis of the evolution of resistance to drug 

combinations in fungi, illuminating the molecular basis of a transition of drug resistance from 

dependence on a key stress response regulator to independence, and a diversity of resistance 

mechanisms that can evolve in response to selection. This work addresses some of the most 

fundamental questions about the nature of adaptation. One key question is how many mutations 
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underlie adaptive evolution. For all of the lineages for which we functionally tested the 

importance of mutations identified, we found that a single mutation was responsible for 

adaptation, in contrast to other experimental evolution studies with S. cerevisiae where multiple 

adaptive mutations were implicated (Anderson et al. 2010; Dettman et al. 2012). The small 

number of adaptive mutations identified in our study may reflect the short duration of the 

evolution experiment and the strength of the selection. Despite the limited number of adaptive 

mutations, we identified a larger number of total mutations in many lineages than reported in 

other studies (Dettman et al. 2012). The elevated number of mutations may be specific to the 

intense drug selection pressure, just as bacterial mutation rates can increase in the presence of 

antibiotic selection (Blazquez 2003), and antifungals have been associated with the rapid 

appearance of aneuploidies and genomic instability (Selmecki et al. 2009b). Another central 

question is how many genetic routes are there to adaptation. Among only 14 evolved lineages, we 

identified a diversity of adaptive mechanisms including target-based resistance to Hsp90 or 

calcineurin inhibitors and distinct mutations that render azole-resistance independent of cellular 

stress response regulators, suggesting a complex adaptive landscape with multiple genotypes 

leading to high fitness adaptive peaks. Exploring the impact of the adaptive mutations on fitness 

in different environments, including in the absence of drug, will be key to understanding fitness 

costs of drug resistance, evolutionary trade-offs, and the limits of adaptation. 

By starting the evolution experiment with strains that are resistant to azoles in a manner that 

depends on Hsp90 and calcineurin, we provide relevance for a clinical context where Hsp90 and 

calcineurin inhibitors could be deployed in combination with azoles to render azole-resistant 

isolates responsive to treatment. There is some precedent for the evolution of resistance to these 

drug combinations, as clinical isolates recovered from an HIV-infected patient over the course of 

two years evolved increased resistance to the combination of azole and inhibitors of Hsp90 or 

calcineurin (Cowen and Lindquist 2005). While this patient was not treated with Hsp90 or 

calcineurin inhibitors, fever may have provided the selection for Hsp90 independence given that 

febrile temperatures cause global problems in protein folding that can overwhelm Hsp90 

function and reduce azole resistance in a manner that phenocopies Hsp90 inhibition (Cowen and 

Lindquist 2005). In our experimental evolution study, most of the 290 lineages initiated went 

extinct, while the 14 lineages that evolved resistance to the combination of azole and inhibitor of 
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Hsp90 or calcineurin acquired a diversity of resistance mechanisms. These resistance 

mechanisms included mutations that rendered erg3-mediated azole resistance independent of the 

stress response regulator calcineurin, mutations that blocked the effects of the Hsp90 or 

calcineurin inhibitor, and large-scale aneuploidies. This experimental evolution approach 

provides a powerful system to predict the mechanisms by which resistance to drug combinations 

may evolve in the clinic. Consistent with the relevance of our findings, the increased resistance to 

azole and inhibitor of Hsp90 or calcineurin in isolates that evolved in an HIV-infected patient 

was accompanied by mutations causing overexpression of multidrug transporters (White 1997; 

Cowen and Lindquist 2005), as expected for the PDR1 mutation identified in one of our lineages. 

One of the most prevalent mechanisms of resistance identified in our evolved populations was 

mutation in the target of the drug used in combination with azole during the evolution 

experiment. For Hsp90 inhibitors, it has been predicted that the probability of target-based 

resistance would be relatively low given that the amino acid residues in the nucleotide-binding 

site of Hsp90 family members are highly conserved from bacteria to mammals (Chen et al. 2006), 

suggesting that mutations that confer resistance would likely inactivate this essential molecular 

chaperone. This has helped fuel research on Hsp90 as a target for development of anti-cancer 

drugs, where inhibiting Hsp90 can impair the function of a multitude of oncoproteins (Whitesell 

and Lindquist 2005; Trepel et al. 2010; Neckers and Workman 2012). Despite the constraints, 

there is precedent for point mutations in Hsp90 conferring resistance to Hsp90 inhibitors. One 

study engineered S. cerevisiae strains to be hypersensitive to drugs and expressed yeast or human 

Hsp90 as the sole source of the chaperone; introduction of a single point mutation (A107N for 

yeast, A121N for human Hsp90α, and A116N for human Hsp90β) conferred resistance to Hsp90 

inhibitors (Millson et al. 2010). Further, the fungus that produces radicicol, Humicola fuscoatra, 

harbours an Hsp90 with reduced binding affinity to radicicol but not geldanamycin (Prodromou 

et al. 2009). Three of our evolved lineages acquired substitutions in Hsp90 that rendered erg3-

mediated azole resistance more recalcitrant to the effects of Hsp90 inhibitors. For one S. 

cerevisiae lineage (Sc-G-14) and one C. albicans lineage (Ca-G-10), the mutations were in the 

nucleotide-binding domain, consistent with impairing drug binding. For S. cerevisiae lineage Sc-

G-12, the mutation led to a premature stop codon (K385*); consistent with this HSC82 mutation 

causing a loss of function, deletion of HSC82 in the parental strain phenocopied resistance of Sc-
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G-12. Reducing dosage of a drug target often confers hypersensitivity to the drug rather than 

resistance (Ericson et al. 2010); this may suggest compensatory upregulation of the other S. 

cerevisiae gene encoding Hsp90, HSP82, which could confer elevated resistance. Target-based 

resistance to Hsp90 inhibitors has yet to emerge in Hsp90 inhibitor clinical trials, suggesting that 

these mutations may be associated with a fitness cost. 

Mutations in the drug target also emerged as a mechanism that renders erg3-mediated azole 

resistance recalcitrant to the effects of calcineurin inhibitors in our evolved lineages.  Two S. 

cerevisiae lineages acquired mutations in FPR1, which encodes the immunophilin that FK506 

must bind to in order to form the protein-drug complex that inhibits calcineurin function 

(Kissinger et al. 1995). A V108F substitution was identified in Sc-F-3 and a nine amino acid 

duplication near the protein midpoint was identified in Sc-F-2 (dupG53-D61). These alterations 

likely reduce but do not block FK506 binding, given that deletion of FPR1 conferred a higher 

level of FK506 resistance. There is precedent for overexpression or disruption of FPR1 conferring 

resistance to FK506 in S. cerevisiae (Heitman et al. 1991b), as well as for a W430C amino acid 

substitution in one of the two redundant calcineurin catalytic subunits Cna2 (Cardenas et al. 

1995). One C. albicans lineage, Ca-F-9, acquired a mutation in the catalytic subunit of 

calcineurin, CNA1C1201A, which results in a S401* premature stop codon that confers resistance to 

azole and both FK506 and cyclosporin A (Fig. 2-5), likely due to hyperactivation of calcineurin 

(Sanglard et al. 2003). Despite the emergence of target-based resistance to calcineurin inhibitors 

in vitro, there may be significant constraints that minimize the emergence of resistance in the 

human host. FK506 (tacrolimus) and cyclosporin A are front line immunosuppressants broadly 

used in the clinic to inhibit calcineurin function, thereby blocking T-cell activation in response to 

antigen presentation and suppressing immune responses that contribute to transplant rejection 

(Hemenway and Heitman 1999; Gaali et al. 2011). Invasive fungal infections occur in ~40% of 

transplant recipients including those that receive a calcineurin inhibitor as an 

immunosuppressant (Paya 1993), however, this immunosuppressive therapy does not select for 

resistance to calcineurin inhibitors in C. albicans or Cryptococcus neoformans recovered from 

these patients (Blankenship et al. 2005; Reedy et al. 2006). That resistance has not been observed 

in the host suggests that the resistant mutants may have reduced fitness relative to their sensitive 

counterparts or that other selective constraints alter the evolutionary dynamics. 
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Several of our evolved lineages took a distinct evolutionary trajectory, and evolved azole 

resistance mechanisms that are independent of the cellular stress response regulators. S. 

cerevisiae lineage Sc-F-1 evolved cross-resistance to azole and FK506 as well as azole and 

cyclosporin A (Fig. 2-4). The azole resistance phenotype was independent of calcineurin but 

dependent on Hsp90 (Fig. 2-4), suggesting a resistance mechanism that is contingent upon 

distinct Hsp90 downstream effectors, such as Mkc1 (LaFayette et al. 2010). We identified an 

adaptive mutation in MOT3 (Table 2-3), a transcriptional repressor of ergosterol biosynthesis 

genes (Hongay et al. 2002), which resulted in a premature stop codon, G265* and likely a loss-of-

function allele (Fig. 2-4c). Loss of function of Mot3 would lead to overexpression of ergosterol 

biosynthesis genes, which could minimize the impact of azoles on their target or could lead to a 

change in sterol balance that reduces the dependence of azole resistance on calcineurin. Changes 

in membrane composition may also explain the resistance of C. albicans lineage Ca-F-8 to azoles 

and calcineurin inhibitors, which was attributed to a mutation in the ortholog of S. cerevisiae 

LCB1 (Fig. 2-5), encoding a regulator of sphingolipid biosynthesis. Notably, Mot3 is also a prion 

protein, which can convert between structurally and functionally distinct states, at least one of 

which is transmissible (Alberti et al. 2009); changes to Mot3 conformation and activity can 

modulate phenotypic variation in S. cerevisiae, and thus may influence the evolution of drug 

resistance phenotypes. S. cerevisiae lineage Sc-G-13 evolved a small increase in resistance to azole 

and geldanamycin associated with a mutation in PDR1, which encodes a transcription factor that 

regulates the expression of drug transporters such as PDR5 (Fig. 2-4). Gain-of-function 

mutations in PDR1 are known to confer azole resistance that is independent of Hsp90 and 

calcineurin (Kolaczkowska and Goffeau 1999; Anderson et al. 2003; Cowen and Lindquist 2005). 

Cross-resistance to azole and FK506 may not have been observed because FK506 inhibits Pdr5-

mediated efflux (Hendrych et al. 2009). The weak resistance phenotype could reflect a small 

increase in transporter expression, or a fitness cost of the PDR1 mutation in an erg3 mutant 

background (Anderson et al. 2006). 

Several of the C. albicans lineages that evolved resistance to azole and calcineurin inhibitors 

demonstrated a complex genomic landscape of aneuploidies. The emergence of azole resistance 

in C. albicans has been associated with general aneuploidies as well as the formation of a specific 

isochromosome composed of two left arms of chromosome 5 (i5L) (Selmecki et al. 2006). The 
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isochromosome confers azole resistance due to increased dosage of two genes located on the left 

arm of chromosome 5: ERG11, which encodes the target of the azoles; and TAC1, which encodes 

a transcriptional regulator of multidrug efflux pumps (Selmecki et al. 2008). Our lineages were 

resistant to azoles at the outset of the experiment, suggesting that the aneuploidies emerged in 

response to stress or were selected as a mechanism of resistance to the drug combination. Ca-F-4, 

Ca-F-5, Ca-F-6, and Ca-F-7 all had numerous aneuploidies relative to the parental strain (Fig. 2-

6). One aneuploidy that was common to all four lineages, was increased copy number of 

chromosome 4, suggesting that an important resistance determinant might reside on this 

chromosome. While one might predict that such aneuploidies would be associated with a fitness 

cost, it is notable that a previous analysis of isolates carrying the i5L isochromosome 

demonstrated improved fitness in the presence and absence of azoles, relative to their drug-

sensitive counterpart (Selmecki et al. 2009b). In contrast, many azole resistance mutations are 

associated with a fitness cost (Sasse et al. 2012), though this cost can be mitigated with further 

evolution (Cowen et al. 2001).  The prevalence of aneuploidies in the C. albicans lineages 

underscores the remarkable genomic plasticity of this pathogen (Selmecki et al. 2010), and the 

diversity of genomic alterations that can accompany adaptation. 

The landscape of genetic and genomic changes observed in our evolved lineages illuminate 

possible mechanisms by which resistance to drug combinations might evolve in the human host 

and suggest candidate targets to minimize the emergence of resistance. Despite optimizing our 

selection conditions to favour the evolution of resistance to the drug combination, the majority 

of lineages went extinct (Fig. 2-1). Consistent with constraints that minimize the evolution of 

resistance to these drug combinations, treatment of organ transplant patients with calcineurin 

inhibitors has not yielded resistance to these drugs in fungal pathogens recovered from these 

patients despite the extensive use of these drugs in patient populations (Blankenship et al. 2005; 

Reedy et al. 2006). While Hsp90 inhibitors remain at the clinical trial stage for cancer and other 

diseases (Luo et al. 2010; Trepel et al. 2010; Dolgin and Motluk 2011; Neckers and Workman 

2012), resistance has yet to emerge in these patient populations. Although there are a multitude 

of mechanisms that can confer resistance to the drug combinations, they may not be favoured 

due to fitness costs in the complex host environments.  
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The mechanisms by which resistance to the drug combinations evolved in our lineages suggest 

novel targets that could be exploited to block the evolution of drug resistance. Drug interactions 

have tremendous potential to influence the evolution of drug resistance (Yeh et al. 2009). Elegant 

studies with antibacterials emphasize that the impact of these interactions are often more 

complex than anticipated (Chait et al. 2007; Hegreness et al. 2008; Michel et al. 2008; Torella et 

al. 2010). While synergistic interactions that yield inhibitory effects can maximize the rate at 

which infection is cleared, antagonistic interactions that yield inhibitory effects smaller than 

expected can suppress the evolution of multi-drug resistance. Ultimately, a systems biology 

approach incorporating experimental evolution, genetics and genomics, and clinical samples will 

be crucial for the development of effective strategies to enhance the efficacy of antimicrobial 

agents and minimize the evolution of drug resistance.   

2.4 Materials and Methods 

Strain construction and culture conditions. All Saccharomyces cerevisiae and Candida albicans 

strains were archived in 25% glycerol and maintained at -80˚C. Strains were typically grown and 

maintained in rich medium (YPD: 1% yeast extract, 2% bactopeptone, 2% glucose, with 2% agar 

for solid medium only), or in synthetic defined medium (SD, 0.67% yeast nitrogen base, 2% 

glucose, with 2% agar for solid medium only), supplemented with amino acids, as indicated. 

Strains were transformed using standard protocols. Strains used in this study are listed in Table 

2-6. 

Plasmid construction. Plasmids were constructed using standard recombinant DNA techniques. 

All plasmids were sequenced to confirm the absence of spurious non-synonymous mutations.  

Evolution experiment. Evolution experiments were initiated with three ancestral strains of erg3-

mediated azole resistant strains: two haploid S. cerevisiae strains (erg3∆ and erg3W148*) and one C. 

albicans strain (erg3∆/erg3∆; see Table 2-6). A founder colony was established for each ancestral 

strain and grown overnight in liquid, rich medium (YPD) without drug. Culture was transferred 

to a YPD plate with combinatorial drug concentrations of azole (fluconazole or miconazole) and 

geldanamycin, or azole (fluconazole or miconazole) and FK506 (i.e. treatments; see Table 2-1). 

Geldanamycin and FK506 were selected based on their specificity of target inhibition and their 
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capacity to abrogate erg3-mediated azole resistance (Cowen and Lindquist 2005); fluconazole and 

miconazole were selected as clinically relevant azoles of the triazole and imidazole class, 

respectively (Cowen and Steinbach 2008; Shapiro et al. 2011).  

 

Strain name Strain 
number Species Genotype Source 

 
Sc erg3W148* 

 
ScLC7 S. cerevisiae ura3::KAN, ERG3W148* (Cowen and Lindquist 

2005) 

Sc erg3∆ ScLC10 S. cerevisiae As BY4741 (his3∆1 leu2∆0 
met15∆0 ura3∆0); erg3::KAN 

(Cowen and Lindquist 
2005) 

Ca erg3∆/erg3∆ CaLC660 C. albicans 

arg4/arg4 his1/his1 
URA3/ura3::imm434 
IRO1/iro1::imm434 

CaTAR::HIS3 
erg3::FRT/erg3::FRT 

(Robbins et al.) 

Sc-F-1 ScLC1367 S. cerevisiae As ScLC7, MOT3 (G265*) This study 

Sc-F-2 ScLC1441 S. cerevisiae As ScLC7, FKS1 (dupG53 – 
D61) This study 

Sc-F-3 ScLC1443 S. cerevisiae As ScLC7, FKS1 (V108F) This study 

Ca-F-4 CaLC1370 C. albicans As CaLC660 This study 

Ca-F-5 CaLC1371 C. albicans As CaLC660 This study 

Ca-F-6 CaLC1372 C. albicans As CaLC660 This study 

Ca-F-7 CaLC1373 C. albicans As CaLC660 This study 

Ca-F-8 CaLC1374 C. albicans As CaLC660 This study 

Ca-F-9 CaLC1503 C. albicans As CaLC660 This study 

Ca-G-10 CaLC1486 C. albicans As CaLC660, HSP90 (D91Y) This study 

Sc-G-11 ScLC1538 S. cerevisiae As ScLC10 This study 

Sc-G-12 ScLC1539 S. cerevisiae As ScLC7, HSC82 (K385*) This study 

Sc-G-13 ScLC1540 S. cerevisiae As ScLC10, PDR1 (P865R) This study 

Sc-G-14 ScLC1541 S. cerevisiae As ScLC10, HSC82 (I117N) This study 

Sc erg3∆ pdr1∆ ScLC485 S. cerevisiae his3∆0 leu2∆0 met15∆0 ura3∆0 
lys2∆0 erg3::KAN pdr1::KAN  

Sc-F-1 cnb1∆ ScLC1437 S. cerevisiae As ScLC1367, cnb1::NAT This study 

Sc erg3 cnb1∆ ScLC1439 S. cerevisiae As ScLC7, cnb1::NAT This study 

Sc-F-2 cnb1∆ ScLC1454 S. cerevisiae As ScLC1441, cnb1::NAT This study 

Sc-F-3 cnb1∆ ScLC1456 S. cerevisiae As ScLC1443, cnb1::NAT This study 

Sc-F-3 fpr1∆ ScLC1569 S. cerevisiae As ScLC1443, fpr1::HYGB This study 

Sc erg3 W148* fpr1∆ ScLC1570 S. cerevisiae As ScLC7, fpr1::HYGB This study 

Sc-F-3 fpr1∆ ScLC1584 S. cerevisiae As ScLC1569, pLC564 (URA3) This study 

Sc-F-3 fpr1∆ ScLC1585 S. cerevisiae As ScLC1570, pLC564 (URA3) This study 

Sc-F-3 fpr1∆ ScLC1598 S. cerevisiae As ScLC1569, pLC565 (URA3) This study 

Sc-F-3 fpr1∆ ScLC1599 S. cerevisiae As ScLC1570, pLC565 (URA3) This study 
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Sc-G-12 hsc82∆ ScLC1650 S. cerevisiae As ScLC1539, hsc82::HYGB This study 

Sc-G-14 hsc82∆ ScLC1652 S. cerevisiae As ScLC1541, hsc82::HYGB This study 

Sc erg3∆ hsc82∆ ScLC1658 S. cerevisiae 
erg3::natR hsc82::kanR 

can1::MFA1pr-HIS3 lyp-1 leu2∆0 
ura3∆0 met15∆0 

(Tong et al. 2004) 

Sc-F-2 fpr1∆ ScLC1879 S. cerevisiae As ScLC1441, fpr1::HYGB This study 
Sc-G-14 hsc82∆ + 

pHSC82 ScLC2024 S. cerevisiae As Sc-G-14, pLC28 (LEU2) This study 

Sc-G-14 hsc82∆ + 
pHSC82I117N ScLC2025 S. cerevisiae As ScLC1541, pLC636 (LEU2) This study 

Sc erg3∆ hsc82∆ + 
pHSC82 ScLC2026 S. cerevisiae As ScLC1658, pLC28 (LEU2) This study 

Sc erg3∆ hsc82∆ + 
pHSC82I117N ScLC2027 S. cerevisiae As ScLC1658, pLC636 (LEU2) This study 

Sc-F-2 fpr1∆ + 
pFPR1 ScLC2126 S. cerevisiae As ScLC1879, pLC564 (URA3) This study 

Sc erg3 W148* fpr1∆ + 
pFPR1dupG53 – D61 ScLC2127 S. cerevisiae As ScLC1570, pLC653 (URA3) This study 

Sc-F-2 fpr1∆ + 
pFPR1dupG53 – D61 ScLC2128 S. cerevisiae As ScLC1879, pLC564 (URA3) This study 

Sc-G-13 pdr1∆ ScLC2134 S. cerevisiae As ScLC1540, pdr1::HYGB This study 

Sc erg3 W148* hsc82∆ ScLC2139 S. cerevisiae As ScLC7, hsc82::HYGB This study 
Ca-G-10 

HSP90/HSP90 CaLC2293 C. albicans As CaLC1486, pLC455 This study 

Ca-G-10 
HSP90/HSP90 CaLC2294 C. albicans As CaLC1486, pLC455 This study 

Ca erg3/erg3 
HSP90/HSP90D91Y CaLC2339 C. albicans As CaLC660, pLC700 This study 

Ca erg3/erg3 
HSP90/HSP90D91Y CaLC2340 C. albicans As CaLC660, pLC700 This study 

Sc erg3 W148* mot3∆ ScLC2455 S. cerevisiae As ScLC7, mot3::HYGB This study 

Sc-F-1 mot3∆ ScLC2457 S. cerevisiae As ScLC1367, mot3::HYGB This study 

 
Table 2-6. Strains used in this study. 
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Treatments were selected for the evolution experiment based on growth phenotype in the dose 

response matrixes, such that strong directional selection for resistance would be applied. 

Concentrations were also varied to favour the emergence of distinct mechanisms of resistance. 

Lineages were then propagated in replicate in either 96-well plates (Sarstedt; 48 lineages initiated 

in this format) or 24-well plates (Becton Dickinson Labware; 242 lineages initiated in this 

format). The plates were formatted as described in Fig. 2-1b. For propagation in 96-well plates, 1 

μl of culture was transferred from the overnight culture to a final volume of 100 μl. Lineages were 

grown in a Tecan GENios plate reader and incubator at 30°C with constant agitation for three 

days. Subsequently, 1 µl of culture was transferred to a new plate containing YPD and treatment. 

Transfers occurred every 3 days to allow slow growing lineages to reach carrying capacity. This 

process was repeated until robust growth was present in some treatment wells. The experimental 

design for lineages propagated in 24-well plates was the same with the following adjustments: 

different drug combinations were selected for treatments; 10 μl of culture was transferred to 990 

μl of YPD with treatment; plates were maintained at 30°C with constant agitation in a shaking 

incubator and transfers occurred every two days. With this dilution factor of 1/100, ~ 6.6 

generations occurs between transfers. The effective population size per lineage of ~4.6 x 106 was 

estimated as described (Wahl and Gerrish 2001), given that cultures reached saturation of ~107 

cells/ml between transfers. Lineages that demonstrated reproducible resistance to the drug 

combination in which they were propagated were archived. Lineages unable to grow in the 

presence of the drug combination, either from when the cultures were initiated or over the 

course of the evolution experiment, were considered extinct. A summary of treatment 

concentrations, number of transfers and type of plate evolved in can been found in Table 2-1. 

Minimum inhibitory concentration and checkerboard assays. Resistance to drug combinations 

was assayed in 96-well microtiter plates, as previously described (Cowen and Lindquist 2005; 

Singh et al. 2009). Minimum inhibitory concentration (MIC) assays were set up to a final volume 

of 0.2 ml/well. MICs were performed in the absence of fluconazole (Sequoia Research Products) 

or with a constant concentration of fluconazole or miconazole (Sigma–Aldrich Co.), as indicated 

in the figures. All gradients were two-fold dilutions per step, with the final well containing no 

drug. The starting concentration of geldanamycin (Invivogen) gradients was 50 µM for S. 

cerevisiae strains and 5 µM for C. albicans strains. The starting concentration of FK506 (A.G. 
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Scientific) gradients was 6 µM for S. cerevisiae strains and 100 µM for C. albicans strains. The 

starting concentration of radicicol (A.G. Scientific) gradients was 25 µM for both S. cerevisiae 

and C. albicans strains. The starting concentration of cyclosporin A (Calbiochem) gradients was 

50 µM for both S. cerevisiae and C. albicans strains. The cell densities of overnight cultures were 

determined and diluted to an inoculation concentration of ~ 103 cells/well. Plates were incubated 

at 30˚C in the dark for the period of time specified in the figure legend. Cultures were 

resuspended and absorbance at 600 nm was determined using a spectrophotometer (Molecular 

Devices) and corrected for background of the corresponding medium. OD measurements were 

standardized to either drug-free or azole-only control wells, as indicated. Data was plotted 

quantitatively with colour using Java Treeview 1.1.3 (http://jtreeview.sourceforge.net/). 

Resistance phenotypes were assessed on multiple occasions and in duplicate on each occasion 

with concordant results, validating that the phenotypes are reproducible and stable. 

Dose response matrices, or checkerboard assays, were performed to a final volume 0.2 ml/well in 

96-well microtiter plates, as previously described (LaFayette et al. 2010). Two-fold dilutions of 

fluconazole were titrated along the X-axis from a starting concentration of 256 µg/ml, with the 

final row containing no fluconazole. Along the Y-axis, either geldanamycin or FK506 was titrated 

in two-fold dilutions with the final column containing no geldanamycin or FK506. The starting 

concentration of geldanamycin was 5 µM for checkerboards with either S. cerevisiae or C. 

albicans strains. The starting concentration of FK506 was 4 µM for checkerboards with S. 

cerevisiae and 40 µM for checkerboards with C. albicans strains. Concentrations were selected to 

cover a range that spanned from no effect on growth to near complete inhibition of growth. 

Plates were inoculated and growth assessed as was performed for MIC assays.  

Fluconazole was dissolved in sterile ddH2O. The Hsp90 inhibitors geldanamycin and radicicol 

and the calcineurin inhibitors FK506 and cyclosporin A were dissolved in DMSO. Myriocin 

(Sigma) was dissolved in methanol. 

Genome Sequencing. C. albicans cell pellets were digested with R-Zymolase for 1 hour (Zymo 

Research, D2002), prior to genomic DNA extraction with phenol-chloroform (EMD Millipore, 

EMD6810), and sodium acetate precipitation.  Whole genome libraries were prepared using 

Nextera XT kits (Illumina, FC-131-1096) according to manufacturer’s protocol.  Libraries were 
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sequenced on the Illumina HiSeq2000 platform using paired reads (101 bp) and version 3 

reagents and chemistry. 

The yeast genomes were sequenced in a multiplexed format, where an oligonucleotide index 

barcode was embedded within adapter sequences that were ligated to genomic DNA fragments 

(Smith et al. 2010). Only one mismatch per barcode was permitted to prevent contamination 

across samples. Next, the sequence reads were filtered for low quality base calls trimming all 

bases from 5’ and 3’ read ends with Phred scores < Q30. Trimming sequence reads for low 

quality base calls drastically lowered false positive SNV calls. 

De-multiplexed and trimmed reads from the S. cerevisiae strains were aligned to the S288c 2010 

genome, a high fidelity sequence from an individual yeast colony (from F. Dietrich’s lab at Duke 

University; it is the SGD reference genome as of February 2011) (Engel et al. 2010). Reads from 

the C. albicans strains were aligned to the SC5314 genome from CGD (Skrzypek et al. 2010). 

While C. albicans is an obligate diploid, the current build of the genome, assembly 21, is a 

haploid genome, and is more accurate than the original diploid genome, assembly 19 (Jones et al. 

2004; van het Hoog et al. 2007). The diploid assembly was not used because it features 412 

supercontigs with non-obvious heterozygosity, whereas the haploid assembly has been curated 

and organized into 8 chromosomes (van het Hoog et al. 2007). 

Sequence reads were aligned with Bowtie2, which was chosen over other commonly used short-

read aligners such as Illumina’s Eland, Maq, SOAP and BWA because it has been reported to be 

one of the fastest accurate aligners (Li et al. 2008a; Li et al. 2008b; Langmead et al. 2009; Li and 

Durbin 2009; Langmead and Salzberg 2012). Additionally, it was chosen because it is updated 

frequently, supports variable read lengths within a single input file, is multi-threaded with a 

minimal memory and temporary file footprint and supports the standard Sequence 

Alignment/Map (SAM) file format (Langmead et al. 2009; Li et al. 2009a; Li and Homer 2010; 

Langmead and Salzberg 2012). Alignments and all subsequent sequence data were visualized 

using the Savant Genome Browser (Fiume et al. 2010). The average coverage of each genome was 

calculated and was sufficient for confident variant detection (Table 2-2). 
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Aligned sequence reads for S. cerevisiae in binary SAM (BAM) format were subsequently 

processed using the UnifiedGenotyper package of the Genome Analysis Toolkit (GATK), which 

features a comprehensive framework for discovering SNVs and calculating coverage across 

genomic data (McKenna et al. 2010; DePristo et al. 2011). Variants detected in the S. cerevisiae 

parental strains were subtracted from complete variant lists, yielding a set of novel variants that 

emerged during strain growth in the presence of drug. Since C. albicans is diploid, we processed 

the reads with a more accurate approach using the probabilistic framework JointSNVMix, which 

uses paired parental and evolved strain sequence data to determine significant novel variants 

(Roth et al. 2012). After identifying candidate SNVs, the threshold for homozygous SNV calls for 

both haploid (S. cerevisiae) and diploid (C. albicans) systems was set to 85% alternate (non-

reference) basecalls at a specific position. In a diploid system, 35% was the threshold set to 

identify heterozygous SNVs. All variant positions required a minimum coverage of 15x to be 

considered as a candidate SNV. The total number of high-confidence novel mutations agrees 

with mutation rates observed previously for S. cerevisiae (Liti et al. 2009). To further verify that 

the sequence data are of high quality, we compared two distinct sequence runs from two different 

sequence library preparations of the same parent C. albicans strain CaLC660. The total number 

of diploid single nucleotide variants that exist between the parent strain and the reference 

genome (SC5314) is 3748, therefore there is 99.99% concordance between both sequence 

replicates. 

The software package CNV-seq was used to identify chromosomal regions that varied in copy 

number between parental strains and evolved lineages (Xie and Tammi 2009). This analysis 

found no significant CNVs in the S. cerevisiae strains, but numerous large variants were observed 

in C. albicans. 

Sequence data is publicly available on the NCBI Short Read Archive with accession SRA065341. 
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 Conservation of chromatin 3
architecture from Archaea to Eukarya 

The eukaryotic nucleosome is the fundamental unit of chromatin, comprising a protein octamer 

that wraps approximately147 bp of DNA and has essential roles in DNA compaction, replication 

and gene expression. Nucleosomes and chromatin have historically been considered to be unique 

to eukaryotes, yet studies of select archaea have identified homologs of histone proteins that 

assemble into tetrameric nucleosomes. Here I report the first archaeal genome-wide nucleosome 

occupancy map, as observed in the halophile Haloferax volcanii. Nucleosome occupancy was 

compared with gene expression by compiling a comprehensive transcriptome of Hfx. volcanii. I 

found that archaeal transcripts possess hallmarks of eukaryotic chromatin structure: 

nucleosome-depleted regions at transcriptional start sites and conserved −1 and +1 promoter 

nucleosomes. These observations demonstrate that histones and chromatin architecture evolved 

before the divergence of Archaea and Eukarya, suggesting that the fundamental role of 

chromatin in the regulation of gene expression is ancient. 
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3.1 Chromatin, histones and archaea 

The genomic DNA of eukaryotes is wrapped around protein complexes composed of highly 

conserved core histone proteins (Jiang and Pugh 2009). DNA is packaged into cells by folding 

and compacting negatively charged double-stranded helices around positively charged histone 

residues. This compaction yields chromatin, widely recognized as a hallmark of eukaryotes. The 

fundamental repeating unit of chromatin is the nucleosome, defined as the stretch of DNA that is 

bound to a histone complex (Fig. 3-1). Nucleosomes occupy the majority of genomic DNA in 

eukaryotes with linker DNA gaps between them. Crystal structures have revealed that ~150bp of 

DNA is wrapped by eukaryotic histone complexes (Richmond and Davey 2003). 

Histone fold domains are not exclusive to eukaryotes and have been shown to exist in some 

archaeal proteins as well (Arents and Moudrianakis 1995). These histone proteins are present 

across the archaeal domain suggesting that histones evolved from a common ancestor to Archaea 

and Eukarya (Sandman and Reeve 2006; Friedrich-Jahn et al. 2009). Archaeal nucleosome core 

particles protect ~60 bp of DNA, approximately half that of eukaryotic nucleosomes, as 

demonstrated by the work of Reeve and colleagues (Pereira et al. 1997). Comparing both 

eukaryotic and archaeal nucleosomes, the former is an octamer composed of heterodimers of 

histones H2A, H2B, H3 and H4 whereas the latter histones assemble from homologs of H3 and 

H4 proteins (Pereira and Reeve 1998; Talbert and Henikoff 2010). Archaeal histones can form 

both homodimers and heterodimers, as well as homotetramers, whereas eukaryotic histones 

contain hydrophobic dimerization surfaces that restrict assembly of the octamer from H2A-H2B 

and H3-H4 heterodimers (Sandman and Reeve 2006; Talbert and Henikoff 2010). 

Using single-nucleotide resolution maps of archaeal nucleosome occupancy and gene expression, 

I demonstrate that the architecture of archaeal chromatin and the occupancy of its nucleosomes 

along transcription units are conserved. I constructed a nucleosome occupancy map of the 

halophilic archaeon Haloferax volcanii, a member of the phylum euryarchaeota, originally 

discovered in the highly saline sediment of the Dead Sea (Mullakhanbhai and Larsen 1975). The 

genome of Hfx. volcanii has an average GC content of 65% and a total genome length of 4Mb 

(Hartman et al. 2010) composed of five circular genetic elements: a 2.8Mb main chromosome,  
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Figure 3-1. Organization of eukaryotic histones and chromatin. In 
eukaryotes, the double helix of genomic DNA is coiled around histone octamers 
comprised of histones H2A, H2B, H3 and H4 sometimes accompanied by histone 
H1. These wrapped nucleosomes form a structure analogous to “beads on a 
string” that folds into a 30nm fibre conformation. These fibres are subsequently 
folded in structures of higher order to form a fully compacted and condensed 
chromosome (Figure modified from Annunziato, 2008).  
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three smaller chromosomes pHV1, pHV3 and pHV4 and the plasmid pHV2. It is highly 

polyploid with ~15 genome copies during exponential growth and ~10 during stationary phase 

(Breuert et al. 2006). The histone protein of Hfx. volcanii, hstA (HVO_0520), has a domain 

architecture containing two distinct histone fold domains within the same peptide that 

heterodimerize similar to that of the Methanopyrus kandleri histone (HMk) (Geer et al. 2002; 

Talbert and Henikoff 2010; Marchler-Bauer et al. 2011). 

3.2 Results 

3.2.1 High-throughput sequencing of mononucleosomal DNA 

Hfx. volcanii was cultured in rich media containing 2M NaCl (Mullakhanbhai and Larsen 1975). 

Genomic DNA was cross-linked and digested with micrococcal nuclease (MNase), with cell 

disruption accomplished by bead-beating (Tsui et al. 2012). Nucleosome-bound cross-linked 

genomic regions are protected from MNase digestion, in contrast to the linker DNA between 

nucleosomes. Mononucleosome-sized (50-60bp) DNA fragments were gel purified and libraries 

were sequenced on an Illumina HiSeq2000 (Fig. 3-2a). Sequence reads were aligned to the 

published Hfx. volcanii DS2 genome (Hartman et al. 2010) to generate a genome-wide 

nucleosome occupancy map. Controls included crosslinked DNA without MNase digestion as 

well as MNase treated nucleosome-free genomic DNA.  The nucleosome occupancy data was 

significantly different than the control MNase digest of deproteinized “naked” genomic DNA (r 

= 0.071), indicating that the nucleosome map is unaffected by any potential MNase sequence 

bias, as expected (Chung et al. 2010; Allan et al. 2012). 

To determine nucleosome midpoints, I smoothed the occupancy data using a symmetrical 

convolution sum with a Gaussian filter (Smith 1997). Extrema were detected in the smoothed 

signal, and maxima were defined as nucleosome midpoints. In the smoothed signal, the mean 

peak-to-peak distance for the main chromosome was 68.5bp in genic regions and 76.1bp in non-

genic regions. Genic regions were defined as the transcribed region plus 40bp (the average 

promoter length based on Palmer and Daniels (1995)) upstream of the 5’ end (Palmer and 

Daniels 1995). I observed a greater nucleosome density in Hfx. volcanii vs. all eukaryotes likely  



 

 
68 

 
 
 
 

 
 
 

Figure 3-2. Micrococcal nuclease digestion produces nucleosomal 
fragments from crosslinked Hfx. volcanii chromatin. (A) Formaldehyde 
cross-linked chromatin was subjected to MNase digestion with increasing 
amounts on micrococcal nuclease (from 1 unit to 5 units). De-crosslinked DNAs 
were separated on a 3% agarose gel and ~60bp and ~120bp mono- and di-
nucleosomes were observed. Markers (M) indicate * 50bp and ** 150bp. (B) The 
counts of AA, AT, TA, TT or CC, CG, GC, GG dinucleotides are reported at each 
position showing an enrichment of G/C nucleotides and a depletion of A/T 
nucleotides at the dyad relative to the end points of the protected fragment. This 
differs from the observation of Bailey et al. (2000), where GC, AA and TA 
dinucleotides were repeated at ~10bp intervals in recombinant archaeal histone 
B from Methanothermus fervidus (rHMfB) (Bailey et al. 2000). (C) The sequence 
logo of a nucleosome-binding site in Hfx. volcanii centered at the nucleosome 
midpoint. There is a significant GC enrichment towards the nucleosome midpoint. 
This is exhibited using both bit score and probability measures. 
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due to the shorter length of DNA wrapped around the archaeal histone tetramer (Pereira et al. 

1997). Based on these data, the Hfx. volcanii genome has 14.2 nucleosomes/kilobase compared to 

5.2 nucleosomes/kilobase in Saccharomyces cerevisiae. The resulting map reveals a periodic 

pattern similar to that seen in all eukaryotes examined to date; with protected regions appearing 

as peaks and linker regions as troughs. Sequence analysis of the entire nucleosome map showed 

that nucleosome midpoints were enriched with G/C nucleotides from 61.4% GC at the edge of 

the protected fragment to 74.6% GC at the midpoint (dyad). We found an increase of G/C 

nucleotides and a decrease in A/T nucleotides at the midpoint, as described recently for human 

cell lines (Fig. 3-2b,c) (Valouev et al. 2011). In contrast to previous studies in eukaryotes, we did 

not observe a periodicity in dinucleotide frequency relative to the nucleosome midpoint 

(Satchwell et al. 1986; Bailey et al. 2000; Albert et al. 2007). 

3.2.2 Creating a transcriptome by RNA-seq 

We next investigated the relationship between nucleosome occupancy and gene expression. The 

existing genome annotation for Haloferax is derived almost exclusively from ORF predictions 

(Hartman et al. 2010). To augment these predictions, we used deep sequencing to create a high 

confidence transcriptome of the main chromosome of Hfx. volcanii. This map allowed us to 

define both 5’UTR lengths and transcriptional start sites (TSSs) and transcriptional termination 

sites (TTSs). Total RNA was extracted from Hfx. volcanii cells, repetitive RNA was partially 

depleted via duplex-specific nuclease (DSN) normalization followed by RNA-seq (see Materials 

and Methods) (Zhulidov et al. 2004). Transcript sequences were aligned, assembled and 

quantified using TopHat and the Genome Analysis Toolkit (Trapnell et al. 2009; McKenna et al. 

2010) and transcript boundaries were further trimmed based on RNA-seq coverage information, 

as described previously (Wurtzel et al. 2010). The final set of transcripts were manually curated 

yielding 3059 transcriptional units in Hfx. volcanii, a number that is greater than observed 

previously in the comparable transcriptome of the sulfur-metabolizing archaeon Sulfolobus 

solfataricus (Wurtzel et al. 2010) but fewer than the 4073 predicted Hfx. volcanii genes. It is likely 

that in the rich media conditions used in this study, not all genes are expressed. Specifically 75% 

of the predicted transcripts were detectably expressed, and this fraction is consistent with 

observations obtained for yeast gene expression in rich media (David et al. 2006). 32 novel 
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transcripts (absent from the predicted sequence annotation) were identified in the RNA-seq data. 

Most of these 32 transcripts lack significant sequence homologs, and several were classified as 

transposases with paralogs in Hfx. volcanii (Table 3-1). Notably, the gene that was most highly 

expressed in the transcriptome (NTRANS_0004) was not previously annotated and contains a 

putative N-Acyltransferase (NAT) superfamily domain. Homology searches revealed that this 

transcript appears to be restricted to the genomes of other halophilic archaea (Altschul et al. 

1990). The architecture of this domain is homologous to chain A of the well-characterized 

histone acetyltransferases Gcn5, Gna1, Hpa2 in S. cerevisiae, suggesting a possible role for this 

transcript in regulating transcription via histone acetylation(Marchler-Bauer et al. 2011). 

Additional acyltransferases with a similar architecture have been implicated in bacteriophage-

encoded DNA modifiers as well as in cold and ethanol tolerance in yeast (Du and Takagi 2007; 

Kaminska and Bujnicki 2008). Thus, while histone post-translational modifications have not 

been observed in archaeal histones (Forbes et al. 2004), our observation suggests that some 

rudimentary control over chromatin accessibility may occur via the action of ancient NAT family 

members. Furthermore acetyltransferase and deacetylase orthologs, which appear to have 

enzymatic activity based on their sensitivity to the histone deacetylase (HDAC) inhibitor 

trichostatin A have been identified in Hfx. volcanii (Altman-Price and Mevarech 2009). In our 

subsequent analysis, we focused on all genes we empirically determined to be expressed. 

 

ID Locus Best BLAST hit (cutoff 
E-value < 1.00E-03) E-value Putative conserved domains 

NTRANS_0001 NC_013967.1: 214386-215027 ribonuclease BN [Haloferax 
volcanii DS2] 
(YP_003534314) 

2.00E-63 N/A 

NTRANS_0002 NC_013967.1: 492144-492417 transposase (ISH18) 
[Haloferax volcanii DS2] 
(YP_003533477) 

8.00E-22 DEDD_Tnp_IS110 super 
family[cl03258], Transposase 

NTRANS_0003 NC_013967.1: 835366-835867 transposase (ISH51) 
[Haloferax volcanii DS2] 
(YP_003537056) 

4.00E-92 N/A 

NTRANS_0004 NC_013967.1: 936059-936368 hypothetical protein 
NatpeDRAFT_2433 
[Natrinema pellirubrum 
DSM 15624] (ZP_08964227) 

6.00E-13 NAT_SF super family[cl00357], N-
Acyltransferase superfamily 

NTRANS_0005 NC_013967.1: 1080193-1080364 N/A N/A N/A 

NTRANS_0006 NC_013967.1: 1234552-1234718 N/A N/A N/A 

NTRANS_0007 NC_013967.1: 1280150-1280358 N/A N/A N/A 

NTRANS_0008 NC_013967.1: 1299138-1299531 hypothetical protein 
HVO_1426 [Haloferax 
volcanii DS2] 
(YP_003535476) 

9.00E-42 DUF3984 super family[cl16124], 
Protein of unknown function 
(DUF3984) 



 

 
71 

NTRANS_0009 NC_013967.1: 1329306-1329496 N/A N/A N/A 

NTRANS_0010 NC_013967.1: 1446004-1446415 N/A N/A N/A 

NTRANS_0011 NC_013967.1: 1574463-1574873 hypothetical protein 
NatgrDRAFT_0350 
[Natronobacterium gregoryi 
SP2] (ZP_08966502) 

6.00E-58 PLPDE_III super family[cl00261], Type 
III Pyridoxal 5-phosphate (PLP)-
Dependent Enzymes 

NTRANS_0012 NC_013967.1: 1594239-1594693 N/A N/A N/A 

NTRANS_0013 NC_013967.1: 1665493-1665917 hypothetical protein 
Hlac_2469 [Halorubrum 
lacusprofundi ATCC49239] 
(YP_002567112) 

1.00E-07 N/A 

NTRANS_0014 NC_013967.1: 1677103-1677246 N/A N/A N/A 

NTRANS_0015 NC_013967.1: 1693889-1694145 N/A N/A N/A 

NTRANS_0016 NC_013967.1: 1697867-1698447 transposase (ISH51) 
[Haloferax volcanii DS2] 
(YP_003533812) 

N/A N/A 

NTRANS_0017 NC_013967.1: 1733429-1733686 N/A N/A N/A 

NTRANS_0018 NC_013967.1: 1857340-1857746 N/A N/A N/A 

NTRANS_0019 NC_013967.1: 1927912-1928132 N/A N/A N/A 

NTRANS_0020 NC_013967.1: 2024079-2024730 hypothetical protein 
HVO_2159 [Haloferax 
volcanii DS2] 
(YP_003536184) 

1.00E-19 genX[TIGR00462], EF-P lysine 
aminoacylase GenX 

NTRANS_0021 NC_013967.1: 2070130-2070379 N/A N/A N/A 

NTRANS_0022 NC_013967.1: 2229138-2229404 N/A N/A N/A 

NTRANS_0023 NC_013967.1: 2283587-2283738 N/A N/A N/A 

NTRANS_0024 NC_013967.1: 2316341-2316714 N/A N/A N/A 

NTRANS_0025 NC_013967.1: 2334880-2335076 N/A N/A N/A 

NTRANS_0026 NC_013967.1: 2368676-2368877 N/A N/A N/A 

NTRANS_0027 NC_013967.1: 2388678-2388899 N/A N/A N/A 

NTRANS_0028 NC_013967.1: 2499852-2500053 N/A N/A Periplasmic_Binding_Protein_Type_1 
super family[cl10011], Type 1 
periplasmic binding fold superfamily 

NTRANS_0029 NC_013967.1: 2649993-2650476 transposase (ISH5) 
[Haloferax volcanii DS2] 
(YP_003537069) 

3.00E-40 N/A 

NTRANS_0030 NC_013967.1: 2705350-2705601 N/A N/A N/A 

NTRANS_0031 NC_013967.1: 2760270-2760455 N/A N/A TIM_phosphate_binding super 
family[cl09108] 

NTRANS_0032 NC_013967.1: 2846906-2847206 N/A N/A N/A 

 
 
Table 3-1. Novel transcripts identified in the Hfx. volcanii transcriptome. Of 
these transcripts, NTRANS_0004 was the most abundant transcript in the 
transcriptome, after the 6 rRNA genes. Homology data was obtained using 
BLASTX with a BLOSUM45 matrix against the non-redundant protein sequence 
database (Altschul et al. 1990). Conserved domains were identified using the 
Conserved Domain Database (Marchler-Bauer et al. 2011). 
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3.2.3 Conserved chromatin architecture 

In eukaryotes, the TSS of the majority of expressed genes is characterized by a nucleosome-

depleted region (NDR) (Jiang and Pugh 2009). This NDR is flanked by the well-positioned −1 

and the +1 nucleosomes. These regions direct RNA polymerase II to initiate transcription and 

influence the binding of promoter regulatory elements (Jiang and Pugh 2009). This stereotypical 

pattern of nucleosome depletion at promoters and well-ordered nucleosomes in gene bodies is 

found in all eukaryotes, including yeast, Drosophila, Arabidopsis and humans. Using the RNA-

seq-derived transcripts for Hfx. volcanii, we computed the degree of aggregate nucleosome 

occupancy for the 2343 transcripts on the main chromosome, and found that the NDR and −1 

and +1 nucleosomes are conserved in Hfx. volcanii (Fig. 3-3) suggesting that the interplay 

between chromatin and transcription is conserved in archaeal promoters. We generated 

nucleosome occupancy profiles for each transcript and clustered them hierarchically. Differential 

nucleosome density was observed with profiles encompassing between four to six nucleosomes in 

a 400bp DNA segment spanning 200bp on each side of the TSS (Fig. 3-3c). NDRs at transcription 

termination sites (TTSs) are also observed, and similar to those found in eukaryotes  (Lee et al. 

2007) they are less prominent than promoter NDRs in Hfx. volcanii (Fig. 3-4). 
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Figure 3-3. Nucleosome occupancy in Haloferax volcanii. (A) Degree of 
normalized nucleosome occupancy in aggregate for the main chromosome. As 
observed in eukaryotes, there is a prominent nucleosome-depleted region (NDR) 
at the transcriptional start site (TSS) preceded by a −1 nucleosome and followed 
by a +1 nucleosome, demonstrating that promoter genome architecture is 
conserved between archaea and eukaryotes. (B) Hierarchical clustergram for the 
2343 expressed transcripts on the main Haloferax chromosome. Green 
represents nucleosome-depleted regions and red represents occupied regions. 
(C) The clustered heatmap was subdivided into the largest 6 subclades, and 
differential density of nucleosomes can be observed with occupancy profile 
clusters containing between 4 to 6 nucleosomes. 
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Figure 3-4. Nucleosome-depleted regions at the 5’ and 3’ ends of 
transcripts. As observed in eukaryotes, NDRs are also found at the 
transcriptional termination sites in Hfx. volcanii. Both 5’ and 3’ end profiles are 
overlaid in this figure for comparison. The 5’ NDR is, on average, more depleted 
and longer. 
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3.2.4 A universal sequence-based nucleosome occupancy predictor 

The positioning of nucleosomes is related to the flexibility of DNA as it wraps around histone 

octamers or tetramers, but nucleosomes can be relocated by chromatin-remodelling complexes 

(Drew and Travers 1985; Cairns 2009). In vivo nucleosome occupancy is partially governed by 

ATP-dependent remodeling enzymes, and abolition of these enzymatic activities has been shown 

to lead to partial loss of global nucleosome positioning (Gkikopoulos et al. 2011; Zhang et al. 

2011). Occupancy has also been shown to be greatly dictated by DNA sequence features such as 

GC-rich promoter sequences in humans and GC-depleted promoter sequences in yeast (Kaplan 

et al. 2009; Zhang et al. 2009; Valouev et al. 2011). Nucleosomal fragments can also display a 

~10bp periodicity of AA/AT/TA/TT dinucleotides at the minor groove and CC/CG/GC/GG 

dinucleotides at the major groove, although this has not been observed in all occupancy maps 

(Satchwell et al. 1986; Valouev et al. 2011; Brogaard et al. 2012). The reconstitution of genomic 

DNA onto histone octamers in vitro has demonstrated correlation (r = 0.74) with in vivo 

occupancy data, suggesting that intrinsic DNA sequence preferences have a significant role in 

determining nucleosome occupancy (Kaplan et al. 2009). This observation has provided impetus 

for building computational models that can predict nucleosome occupancy, most notably for the 

yeast Saccharomyces cerevisiae (Segal et al. 2006; Lee et al. 2007; Kaplan et al. 2009; Tillo and 

Hughes 2009). To date, no such systematic efforts have been undertaken for archaea, and it is 

pertinent to establish such a model because the chromatin architecture around transcripts is 

conserved across eukaryotes and histone fold-containing archaea (Sandman and Reeve 2006; 

Ammar et al. 2012). Nucleosome maps in both eukaryotes and Hfx. volcanii exhibit increased GC 

content at the nucleosome dyad with the greatest increase in GC probability observed at the 

precise midpoint of nucleosomal protected fragments. 

Currently, there are multiple methods for predicting nucleosome occupancy, however a few 

methods have been shown to be more accurate when tested on diverse eukaryotic nucleosome 

occupancy maps. The method of Field et al. (2008) was a probabilistic approach trained on 

features from an in vivo yeast nucleosome map. These features were dinucleotide frequency 

within nucleosomes and enrichment or depletion of specific 5-mers from nucleosomal DNA 

(Field et al. 2008). A subsequent model by Kaplan et al. (2009) applied an identical approach, but 
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was trained on in vitro nucleosome occupancy data when yeast genomic DNA was reconstituted 

onto chicken histones by salt gradient dialysis. This model used in vitro data to predict 

occupancy solely based on DNA sequence features, independent of chromatin remodeling 

proteins and additional factors (Kaplan et al. 2009). Tillo and Hughes (2009) also made use of the 

Kaplan et al. (2009) in vitro data, but trained a simpler linear regression Lasso algorithm. This 

model was based on GC content in 150bp moving average windows and 4-mers within 

nucleosome fragments (Tillo and Hughes 2009). To date, these methods are the most accurate 

predictors of nucleosome occupancy, and are based on genomic sequence alone. A key limitation 

of these methods, however, is that they are learned and may exhibit overfitting. In addition, they 

have been designed specifically for eukaryotes, and, with the release of the first nucleosome map 

for archaea, we have an opportunity to discover a universal model. 

I present a novel model for the prediction and elucidation of nucleosome occupancy based on a 

Gaussian convolution sum across GC bases of genomic sequence. This approach is not 

probabilistic, and, as such, requires no prior training and is simpler than previously described 

methods. Since the sole parameter is the Gaussian interval length, based on the experimentally-

derived nucleosome fragment length, the method is easily generalized to archaea and eukaryotes. 

In eukaryotes it has been shown that there is an increase of G/C nucleotides and a decrease in 

A/T nucleotides at the dyad (Satchwell et al. 1986; Bailey et al. 2000; Albert et al. 2007; Valouev et 

al. 2011; Brogaard et al. 2012). This trend also exists in the halophilic archaeon Haloferax 

volcanii, which exhibited an enrichment with 61.4% GC at the edge of the protected fragment to 

74.6% GC at the midpoint (Ammar et al. 2012). Since this GC content follows a Gaussian 

distribution with the mean point at the dyad, I created a novel method that computes the 

convolution sum of the GC content within a predefined interval of nucleotides using a Gaussian 

kernel. This allows one to effectively reverse engineer the trend of highest GC at midpoints. The 

sole parameter for this method is an integer based on the length of the nucleosome fragment 

(used to create a Gaussian interval; see Materials and Methods). 

To identify the optimal Gaussian interval, I assessed the correlation between known nucleosome 

occupancy and predicted occupancy in a parameter search space. In S. cerevisiae, the optimal  
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Figure 3-5. Predicting nucleosome occupancy of S. cerevisiae using our 
GC-based predictor. The GC-based predictor performance was evaluated by 
correlating occupancy prediction with the MNase-seq-derived nucleosome map 
of Van Bakel et al. (2013). Predictions are not sensitive to variation in the 
Gaussian interval, its sole input parameter. Based on my experience, testing with 
multiple data sets, I recommend choosing an interval 12bp shorter than the 
known protected fragment length for an organism of interest, in either eukaryotic 
or archaeal species. 
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interval was 138bp (Fig. 3-5), and in Hfx. volcanii it was 48bp. Since the eukaryotic nucleosome is 

~150bp in length and the archaeal nucleosome is ~60bp, I suggest that optimal prediction is 

computed at 12bp less than the experimentally determined protected fragment size. Based on this 

finding, I fixed the Gaussian interval at 12bp less than the known protected fragment size for all 

subsequent predictions. The finding that maximal performance is observed at interval sizes less 

than protected fragment sizes is reminiscent of the suggestion of Widom and colleagues, stating 

that when processing sequence data “algorithms for aligning the selected DNA sequences should 

seek to optimize the alignment over much less than the full 147bp of nucleosomal DNA” based 

on their observation of high-affinity nucleosome-forming DNA sequences  (Thastrom et al. 

2004). 

Using the fixed interval lengths of 138bp for eukaryotes and 48bp for archaea, I predicted 

genome-wide occupancy of several organisms with known occupancy maps across a spectrum of 

genomic GC content. These included the yeast S. cerevisiae, the AT-rich malaria parasite 

Plasmodium falciparum and the GC-rich halophilic archaeon Hfx. volcanii (Kaplan et al. 2009; 

Bartfai et al. 2010; Ammar et al. 2012). I observed improved performance in the predicted 

occupancy when compared to other published occupancy models, including those trained on GC 

content with a simple moving average (SMA), dinucleotide frequency or tetramer frequency data 

(Table 3-2) (Field et al. 2008; Kaplan et al. 2009; Tillo and Hughes 2009). In particular, the model 

performed better on the newest sequence data for yeast, but slightly poorer on the Kaplan et al. 

(2009) in vivo and in vitro data when compared to the Kaplan et al. and Tillo et al. models. This is 

likely because these two models were initially trained on the Kaplan et al. (2009) in vitro data and 

evaluated against the in vivo data. Our method outperforms the other predictors with the P. 

falciparum genome and the Hfx. volcanii genome, even with the vast genomic GC content 

differences between these organisms ranging from 19 - 65% (Table 3-2). The Tillo et al (2009) 

model performed slightly better that the Kaplan et al. and Field et al models with the Hfx. 

volcanii data because it considers GC content and weights it most heavily when predicting 

occupancy. Overall, our method performs consistently well when compared to all 5 

experimentally derived nucleosome maps and can function well as a universal predictor that is 

not overfit to any particular data set. 
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S. cerevisiae 
(Van Bakel et 
al. In review) 

P. falciparum 
(Bartfai et al. 

2010) 

Hfx. volcanii 
(Ammar et al. 

2012) 

S. cerevisiae 
(Kaplan et al. 

2009) 

Chicken histones 
reconstituted 

onto S. 
cerevisiae 

genomic DNA in 
vitro (Kaplan et 

al. 2009) 
Genomic GC content (%) 38.2 19.4 65.5 38.2 38.2 
Model Method Performance (Spearman’s correlation coefficient, ρ) 

Guassian 
GC 

smoothing 

Convolution of 
Gaussian kernel 
across GC 
content. No 
probabilistic 
framework. 

0.738 0.740 0.725 0.564 0.710 

Lasso 
model 

(Tillo and 
Hughes 
2009) 

Linear 
regression 
model trained 
on in vitro yeast 
nucleosome 
occupancy data 
with primary 
weighting on 
150bp simple 
moving 
average-
smoothed GC 
content. 

0.670 0.640 0.511 0.603 0.778 

Kaplan et 
al., 2009 

Probabilistic 
framework 
using periodic 
dinucleotide 
frequency and  
occupancy of all 
nucleosome 5-
mers, trained on 
in vitro yeast 
data. 

0.706 0.648 0.339 0.594 0.767 

Field et al., 
2008 

Probabilistic 
framework 
using periodic 
dinucleotide 
frequency and 
occupancy of all 
nucleosome 5-
mers, trained on 
in vivo yeast 
data. 

0.650 0.645 0.296 0.549 0.636 

 
 

Table 3-2. Contrasting nucleosome occupancy prediction models across 
different organisms. Coefficients represent average performance within the 
specified data set. Bold coefficients indicate the model that performed best. 
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3.3 Discussion  

This study establishes that nucleosome occupancy is conserved between archaea and eukaryotes 

(Fig. 3-6). I further show that the nucleosomal protected fragments and NDRs are shorter in 

archaea than in eukaryotes. These findings are particularly noteworthy because Hfx. volcanii 

likely resembles a deeply rooted ancestor that possessed eukaryotic genome architecture 

hallmarks such as histones, as well as bacterial hallmarks such as the Shine-Dalgarno sequence 

(Sartorius-Neef and Pfeifer 2004). Archaeal histone tetramers likely resemble an ancestral state of 

chromatin, as it has been observed that functional (H3-H4)2 tetramers can be formed in vitro 

from eukaryotic histones, and these tetramers are functional; they facilitate more rapid 

transcription in vitro compared to native histone octamers(Puerta et al. 1993). The observation 

that archaea contain (H3-H4)2 tetramers is consistent with the proposal that formation of the 

canonical eukaryotic nucleosome octamer begins with (H3-H4)2 tetramer assembly (Talbert and 

Henikoff 2010). 

This study demonstrates that both histones and chromatin architecture arose before the 

divergence of Archaea and Eukarya, suggesting that the fundamental role of chromatin in the 

regulation of gene expression is ancient. As well, owing to the small bacterial-sized archaeal 

genome, I suggest the primary function of archaeal chromatin is for gene regulation and not for 

genome compaction. This leads one to postulate that higher-order chromatin (Sajan and 

Hawkins 2012) is a eukaryotic invention and that archaeal chromatin is necessary but not 

sufficient for genome compaction. Additionally, these observations provide a rich dataset that 

addresses the evolution of chromatin and its fundamental role in the regulation of gene 

expression. 
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Figure 3-6. Chromatin architecture is conserved at the 
5’ end of transcripts across eukaryotes and archaea. 
Due to the smaller size of archaeal nucleosome DNA, the 
occupancy has a shorter periodicity. Figure adapted with 
permission from Chang et al. (2012). 
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A heated debate in the field of primary chromatin structure exists as to whether nucleosome 

positioning is directed by intrinsic DNA sequence preference or by chromatin-remodelling 

complexes and other proteins (Hughes et al. 2012). A survey of these studies and their respective 

data sets would instead suggest that both of these factors are vital in the genome-wide positioning 

of nucleosomes with clear roles for GC depletion/enrichment at promoter sequences, GC 

preference at nucleosome dyads and essential roles for chromatin remodelling enzymes. I 

demonstrate that nucleosomes are positioned along genomic DNA in a periodic manner most 

resembling a Gaussian distribution of G/C nucleotides with the nucleosome dyad at the mean 

and a standard deviation proportionate to the protected fragment length (see Materials and 

Methods). I observe that this model is valid for both eukaryotes and archaea (Table 3-2), 

suggesting that nucleosome occupancy evolved based on the DNA-directed positioning of the 

core histone (H3-H4)2 tetramers, which exist in both eukaryotes and archaea (Thastrom et al. 

2004; Talbert and Henikoff 2010). While previous models for nucleosome occupancy prediction 

perform reasonably well, they appear to be overfit to their training data and perform poorly 

when GC content varies significantly ranging from 19% for P. falciparum to 65% for H. volcanii. 

Since my model is not trained on any specific data set, this algorithm cannot overfit any 

particular data. In addition, other methods are based on frequencies of specific sequences in 

yeast, which can vary across organisms (Kaplan et al. 2009; Tillo and Hughes 2009). Interestingly, 

all models performed relatively poorly on the Kaplan et al. (2009) in vivo occupancy data set, 

suggesting that these data are less accurate than the newer eukaryotic data from Van Bakel et al. 

(in review) and Bartfai et al. (2010). I also highlight the observation that nucleosome occupancy is 

universally governed by GC content even when global genomic GC content is high (65%) or low 

(19%). I anticipate that this predictor may aid in the discovery of TSSs in existing and newly-

sequenced genomes, and expand our understanding of chromatin-based gene regulation. The 

identification of TSSs can be useful in improving gene-finding algorithms. 

3.4 Materials and Methods 

Sample preparation. Haloferax volcanii DS2 cells (obtained from the ATCC) were grown to mid-

log phase at 42°C in ATCC 974 Halobacterium medium containing with 2M NaCl. Cells were 

fixed with 2% formaldehyde for 30 min then quenched with 125mM of glycine for 5 min. An 
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unfixed control sample was also prepared to serve as a deproteinized, “naked” DNA control, as 

described previously (Chung et al. 2010). Cells were pelleted and snap frozen prior to MNase 

digestion and DNA extraction. Frozen cells were processed according to a modified protocol 

from Rizzo et al. (Rizzo et al. 2011; Tsui et al. 2012). Samples were digested with increasing 

concentrations of MNase and a no MNase control. After digestion, fragments 50-60bp in length 

were size-selected using an Agilent Bioanalyzer High Sensitivity chip (Agilent, part# 5067-4626) 

and further processed for Illumina deep sequencing. This size-selection was critical, as the 

formaldehyde crosslinking causes both histones as well as other DNA-binding proteins to 

crosslink with bound DNA. Nucleosomal and genomic libraries were pooled equally according to 

qPCR quantitation, and sequenced using v3 chemistry on one single-read HiSeq2000 lane (50x8). 

Samples were demultiplexed using an 8bp index read at the end of read 1. 

Sequence read filtering and alignment. Illumina sequencers require the ligation of an adapter 

oligonucleotide to facilitate cluster formation on the flow cell. Because the library inserts were 

short (~60bp), many sequence reads extended into the Illumina adapter sequences. The adapter 

subsequences were computationally trimmed to ensure maximal read mapping. Then, using a 

sequence quality cutoff of Phred20, reads were trimmed from both 5’ and 3’ ends to ensure 

accurate mapping. These trimmed reads from control and MNase-treated genomic DNA were 

aligned to the Hfx. volcanii DS2 genome using the Bowtie 2 gapped short read aligner (Langmead 

and Salzberg 2012). Sequence coverage was computed using the Genome Analysis Toolkit 

(GATK) depth of coverage walker, which revealed the periodicity in the occupancy data 

(DePristo et al. 2011). 

Nucleosome identification. To detect nucleosome midpoint positions, sequence data were 

Gaussian-smoothed as described previously by Shivaswamy et al. (2008) and Kaplan et al. (2009) 

(Shivaswamy et al. 2008; Kaplan et al. 2009). This is appropriate because signals generated by 

processes that are random, such as sequence coverage noise, usually have a probability density 

function defined by a Gaussian distribution (Smith 1997). 

The Gaussian filter was defined as: 
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where μ is the mean of the distribution and σ is the standard deviation. 

A symmetrical convolution sum was applied with the following format:  

 

where M is an integer bandwidth, y[j] is the output, x[j] is the input and h[j] is an M-point 

function. 

So, to smooth the coverage data, we applied the following convolution sum:  

 

where . The interval length M is constrained to 6σ because this encompasses 99.75% of the 

Gaussian (Smith 1997). 

We also optimized nucleosome midpoint detection by convoluting a 2-pass simple moving 

average (SMA) filter, but the Gaussian filter detected midpoints with greater resolution. Optimal 

interval size for the Gaussian convolution sum, as determined by Pearson’s correlation 

coefficient with the raw data, was 27bp. For the 2-pass SMA it was 40bp for first-pass and 15bp 

for second-pass.  

Nucleosome occupancy was normalized genome-wide by transforming sequence coverage data 

into binary-like data that existed in states of “occupied”, “depleted” or transitioning between 

those two states. This final occupancy map was used to define nucleosome positions. 

Nucleosome occupancy profiles were clustered hierarchically by average linkage using Pearson’s 

correlation coefficient as the similarity metric in the Cluster 3.0 software package. Clusters were 

visualized with Java Treeview (Fig. 3-3b). 

Transcript identification and genome annotation. RNA was extracted with Trizol reagent 

(Invitrogen, 15596-026), and DNase treated (Invitrogen, AM1907) according to manufacturer 

specifications. A cDNA library was generated using 100ng of total RNA according to Illumina 

TruSeq RNA Sample Prep protocol (Illumina, RS-122-2001) prior to duplex-specific nuclease 

(DSN) treatment. 100ng of cDNA library was incubated in hybridization buffer (50mM HEPES, 
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500mM NaCl) for 2 minutes at 98°C, followed by 1 hour at 68°C. Ribosomal RNA (rRNA) was 

not specifically depleted (He et al. 2010). Instead, we used duplex-specific nuclease (DSN) 

normalization to remove recurrent RNA (rRNA, tRNA) from the total RNA sample, thereby 

enriching mRNA (Zhulidov et al. 2004). Samples were immediately treated with 4 units of DSN 

enzyme (Evrogen, EA001) in 1X DSN buffer and incubated for an additional 25 minutes at 68°C, 

prior to addition of stop solution, and purification with Ampure XP beads (Beckman Coulter, 

A63881). RNA libraries were pooled equally according to qPCR quantitation, and sequenced 

using v3 chemistry on a paired-end single HiSeq2000 lane (100x8x100). Samples were 

demultiplexed using an 8bp index read at the end of read 1. Total RNA was sequenced at 

extremely high coverage (2587× mean coverage) so that rRNA sequences (~77% of all sequence 

reads) could be computationally excluded, as described by Wurtzel et al. (Wurtzel et al. 2010). 

After quality score trimming (described earlier), sequence reads were aligned using TopHat 

(Trapnell et al. 2009). The RNA-seq data displayed a great deal of overlap with the predicted 

annotations(Hartman et al. 2010), with 92.1% of the existing annotations being confirmed. Of 

the 4073 predicted annotations, 3751 were confirmed, and, of these, 744 were merged with other 

transcripts to form longer transcripts. A heuristic approach was applied to adjust the transcript 5’ 

and 3’ positions of the Hartman et al. predicted annotations based on the boundaries of high 

RNA-seq coverage regions. This was vital as TSS accuracy is of great importance for NDR 

identification (Fig. 3-7). 

Because 85% of the Haloferax genome is predicted to be coding (Hartman et al. 2010), transcript 

detection is complicated by transcript overlap. To overcome this, computationally identified 

transcripts were manually curated yielding a total of 3059 expressed transcripts in Hfx. volcanii. 

Of these, 32 transcripts are novel (Table 3-1). Of these transcripts, NTRANS_0004 was the most 

abundant transcript in the transcriptome, excluding the 6 rRNA genes. Homology data was 

obtained using BLASTX with a BLOSUM45 matrix against the non-redundant protein sequence 

database (Altschul et al. 1990). Conserved domains were identified using the Conserved Domain 

Database (Marchler-Bauer et al. 2011). 
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Data availability. Sequence data, nucleosome, transcriptome maps and supplemental tables are 

available at http://chemogenomics.med.utoronto.ca/supplemental/chromatin/. The sequence 

data has been deposited to the NCBI Short Read Archive with the accession SRA057981. 

Nucleosome occupancy source data. Data for the performance analyses were retrieved from the 

NCBI’s Gene Expression Omnibus (GEO) and Short Read Archive (SRA) databases. The Kaplan 

et al (2009) pre-normalized in vivo and in vitro occupancy datasets were obtained from GEO 

series accession GSE13622. These occupancy data corresponded to DNA sequence from release 

53 of the S. cerevisiae S288c genome (Kaplan et al. 2009; Cherry et al. 2012). Occupancy data 

from Van Bakel et al (In review) was also obtained as pre-normalized data (data obtained from 

the authors). Since these yeast nucleosome data were obtained using reads shorter than 75bp, the 

nucleosomal centre positions were inferred, and, for this reason, we used the pre-normalized 

data. P. falciparum 3D7 nucleosome occupancy data was available at NCBI GEO accession 

GSE23787 as single-end 75bp read data, which required no inference of centre position (Bartfai 

et al. 2010). These data were aligned using Bowtie2 to the current release of the P. falciparum 3D7 

genome (PlasmoDB 9.0) and further processed with Picard (http://picard.sourceforge.net) and 

the Genome Analysis Toolkit (GATK) software packages to determine sequence coverage across 

the genome (Aurrecoechea et al. 2009; McKenna et al. 2010; Langmead and Salzberg 2012). 

Periodic sequence coverage corresponded to the nucleosome map. This approach was also 

applied to the nucleosomal fragment reads from Hfx. volcanii DS2 from NCBI SRA accession 

SRA057981 (Ammar et al. 2012), which were aligned to the current Hfx. volcanii genome 

(Hartman et al. 2010).  

The reference genomes that were paired with the occupancy data were the same genomes used to 

predict occupancy with each predictor (even if a newer genome release was available), so that the 

occupancy curves were congruent. 

Nucleosome occupancy prediction. The GC-based predictor determines the presence of a cytosine 

or guanine nucleotide at each position in the genome and converts the genome into binary 

sequence data (G/C = 1, A/T = 0). Given our findings that GC frequency is enriched at 

nucleosome midpoints with a Gaussian distribution, we applied a Gaussian convolution sum to 

the binary GC data to obtain a smoothed GC curve. The Gaussian kernel was defined as  
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Figure 3-7. Sample screenshot of all data tracks loaded into the Savant 
genome browser (Fiume et al. 2010). The nucleosome sequence data is 
displayed, and the periodicity reflects protected and unprotected fragments after 
MNase digestion (magnitude of peak is not considered). Peaks represent 
nucleosome midpoints, which were detected and marked. Below are the 
corresponding RNA-seq and curated gene tracks. In this screenshot, one can 
observe seven entire ORFs in line with their NDRs and –1 and +1 nucleosomes. 
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described above in the methods subsection “nucleosome identification”. The convoluted sum 

output was used as a direct measure of nucleosome occupancy. 

Predictor performance. Predictive performance was benchmarked using sequence-based mono-

nucleosome occupancy data instead of array-based data because, like the smoothed GC curve, 

sequence reads offer continuous occupancy coverage, whereas arrays do not (continuous 

periodicity in array data is interpolated from tiled probes). 

The predictor script gc_nucleosome_predictor.py is available for download at 

http://baderlab.org/Software/nucleosome-prediction, and operates on Unix platforms. Based on 

our optimizations, best performing occupancy predictions can be achieved in eukaryotes or 

archaea when choosing a Gaussian interval size 12 bp shorter than the estimated protected 

fragment length. In our optimizations, the best performance was obtained at 48bp for Hfx. 

volcanii (~60bp protected fragment) and 138bp for S. cerevisiae (~150bp protected fragment). 

After scanning the interval space near the known protected fragment size, we found that the 

predictor is not sensitive to variation in the interval (Fig. 3-5). 
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 Tools for identifying human drug 4
targets 

Modern drug discovery methods have been developed for the challenging endeavor of 

identifying candidate drug targets and target pathways. Here I report a novel assay to identify 

human drug targets, called human Multi-copy Suppression Profiling (hMSP). This assay is 

optimized for use with a custom DNA microarray platform that was designed for high-

throughput ORFeome studies and can be adapted for a massively parallel sequencing readout. In 

hMSP, a collection of Saccharomyces cerevisiae strains, each expressing a different human 

protein, is exposed en masse to a drug at growth inhibitory concentrations. Strains that are 

resistant to drug inhibition are prioritized as candidate drug targets. I confirmed the utility of 

hMSP by identifying human dihydrofolate reductase (DHFR) as the target of methotrexate. 

hMSP was then applied to study the β adrenergic receptor (βAR) antagonist propranolol, a drug 

used in the treatment of cardiovascular diseases. Propranolol has been shown to be an effective 

and safe therapeutic via a mechanism independent of its βAR activity. I identified yeast strains 

overexpressing the dual specificity phosphatases (DUSPs) 10 and 16 as resistant to propranolol 

treatment. These observations were confirmed in human embryonic kidney cells, where the 

overexpression of DUSP16 was able to rescue the cells from propranolol toxicity. Propranolol 

was subsequently shown to inhibit DUSP10 activity in vitro, suggesting that these dual-specificity 

phosphatases are bona fide targets of propranolol. This study emphasizes the value of in vivo 

chemical genomic assays in yeast for the purpose of identifying novel human drug targets in a 

rapid and unbiased manner.  
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4.1 Introduction to yeast chemical genomics 

4.1.1 A survey of yeast genomic assays for drug and target discovery 

Current approaches to drug discovery are typically target-oriented, making use of validated 

targets as the starting point for discovery and development efforts. Typically, promising targets 

are selected based on several criteria including: 1) prior knowledge of a target’s biological role(s) 

and potential for therapeutic intervention 2) proven value based on approved drugs (so-called 

“me too” targets) 3) a target's essentiality for cell growth and 4) druggability (Hopkins and 

Groom 2002). As a consequence of these constraining criteria, the selection of targets is biased 

toward well-characterized proteins or pathways. Once a target has been selected in this manner, 

biochemical assays are developed such that the target can be screened in a high-throughput assay. 

Because these assays are performed in vitro using purified components, once a lead compound is 

introduced into the context of the cell, the contributions of other potential protein-compound 

interactions are unpredictable. 

During the past two decades, target-based approaches to drug discovery have produced novel 

lead compounds and therapeutic candidates, however, the overall approval rate for new chemical 

entities has remained relatively flat despite skyrocketing research development costs (Higgins 

and Graham 2009). Due in part to this lack of increased productivity, cell-based phenotypic 

screens have gained renewed interest. Advantages of cell-based screens include 1) identified 

compounds are cell-permeable and 2) sophisticated tools are available to screen a wide range of 

desired phenotypes. However, a major challenge remains; once a compound producing the 

desired phenotype is identified, the cellular target of the compound is yet to be determined 

(Chan et al. 2009). New technologies and experimental approaches for identifying drug targets 

have been recently developed including in silico docking approaches (Teotico et al. 2009), 

computational predictions (Keiser et al. 2009; Song et al. 2009), novel compound derivation 

strategies (Schreiber 2000; Stockwell 2004), chemical proteomics (Rix and Superti-Furga 2009) 

and many others which have been the subject of several recent reviews (Butcher et al. 2004; Li 

and Vederas 2009; Mandal et al. 2009; Quon and Kassner 2009; Wagner and Clemons 2009). 

However, these approaches are not yet amenable to genome-wide approaches to identify targets 
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in vivo. Here, I focus on the in vivo chemical genomic assays developed in the yeast 

Saccharomyces cerevisiae as they are currently the only tools available that allow the relative 

sensitivities of all potential drug targets to be simultaneously measured, leading to identification 

of the most likely compound/drug target candidates. 

The model organism Saccharomyces cerevisiae has proved an effective test bed for the 

development of virtually all “omics” techniques (Bader et al. 2003; Sidhu et al. 2003; Provart and 

McCourt 2004; Rual et al. 2004a; Costanzo et al. 2006; Dixon et al. 2009; Snyder and Gallagher 

2009). The S. cerevisae genome is one of most well-characterized (Pena-Castillo and Hughes 

2007) in part due to its rapid generation time, inexpensive cultivation and facile genetics. 

Molecular genetic efforts have led to the generation of a complete molecular-barcoded gene 

deletion collection (Winzeler et al. 1999; Giaever et al. 2002). Because of these experimental 

attributes, S. cerevisiae will continue to be a major player in biological studies aimed at 

understanding specific proteins and pathways that can be modulated to ameliorate disease 

(Dixon and Stockwell 2009). Yeast can also be used to model processes in metazoans, e.g. 

approximately 45% of the genes in yeast are homologous to mammalian genes (BLAST e-value 

<10-10) (Hughes 2002), encouraging efforts aimed at translating assays and results from yeast to 

metazoans (Chervitz et al. 1998). 

Despite its numerous advantages, yeast assays are not without limitations for the purposes of 

drug discovery. Chief among these is the high concentration of compound often required to 

produce a biological response, likely due to the barrier presented by the cell wall, and the 

presence of numerous active efflux pumps and detoxification mechanisms (Leppert et al. 1990; 

Wehner et al. 1993; Miyahara et al. 1996; Molin et al. 2003; Cowen and Steinbach 2008). In 

addition, although many core processes are conserved between yeast and human, several 

"metazoan-specific" processes are not. Nonetheless, a number of labs have designed clever 

screens to study processes such as neurodegeneration (Miyano 2005), diabetes (Kohlwein 2010), 

and angiogenesis (McGary et al. 2010) in yeast models. 

4.1.1.1 Drug-induced HaploInsufficiency Profiling (HIP) 
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The Yeast KnockOut (YKO) collection consists of a complete set of deletion strains, including 

haploid strains of both yeast mating types and heterozygous and homozygous diploid deletions. 

Each strain carries a precise start to stop deletion of a single gene (Winzeler et al. 1999; Giaever et 

al. 2002). A key feature of these collections is that each deletion strain is tagged or “barcoded” 

with two unique 20 base pair sequences that serve as strain identifiers. These collections can be 

pooled and grown competitively in any condition of choice which allows the identification of 

genes most important for growth in a given condition (e.g. compound/drug treatment) because 

strains carrying deletions of these genes will become depleted from the pool over time. The 

relative abundance of each strain is measured by the abundance of the barcodes. Specifically, 

following pooled cell growth, genomic DNA is extracted from cells, barcode PCR amplified using 

the primers common to every strain, and relative strain abundance quantified based on 

hybridization signal from a DNA barcode microarray (TAG4 microarray; Affymetrix part no. 

511331) containing the barcode complements (Winzeler et al. 1999; Giaever et al. 2004; Pierce et 

al. 2006) (Fig. 4-1a). Alternatively, barcodes can be detected by next-generation sequencing 

(Smith et al. 2009). Barcodes that decrease in abundance over the time course of the experiment 

versus the control identify strains deleted for genes required for survival in the tested condition.   

Drug-induced HaploInsuffiency Profiling or HIP was one of the first assays to take advantage of 

this parallelized growth strategy. HIP is based on the observation that a heterozygous deletion 

strain is specifically sensitized to a drug that targets the product of the heterozygous locus (as 

measured by a decrease in growth rate or fitness) (Giaever et al. 1999). By screening all possible 

heterozygous deletion strains in parallel, the heterozygous deletion strain most sensitive to a 

particular drug often identifies the drug target(s) (Giaever et al. 1999; Giaever et al. 2004; Lum et 

al. 2004). A key advantage of this assay is that it simultaneously identifies both the inhibitory 

compound and candidate targets without prior knowledge of either. These candidate targets 

represent those genes most important for growth and are therefore relevant for identification of 

antiproliferative targets that may have potential as either antifungal or oncology targets. The 

feasibility and robustness of this assay has been demonstrated by screening well-characterized 

and novel compounds (Giaever et al. 1999; Giaever et al. 2004; Lum et al. 2004; Pierce et al. 2007; 

St Onge et al. 2007; Hillenmeyer et al. 2008; Yan et al. 2008; Smith et al. 2009).  In addition, such  
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Figure 4-1. (A) HIPHOP assay: Yeast deletion collection is pooled with each strain at 
approximately equal abundance (1). Pool is grown competitively in a compound of 
choice (2), Genomic DNA is isolated from the treated sample (3) and barcodes are PCR 
amplified (4). The PCR product is hybridized to a barcode microarray to assess relative 
abundance of each strain by hybridization intensity. (B) Comparison of genetic 
interactions and compound-gene interactions: A query strain consisting of a mutation in 
Your Favourite Gene (yfgΔ) is crossed into an array of ~4000 non-essential deletion 
strains using the Synthetic Genetic Array (SGA) protocol (1). Resulting double mutant 
haploid progeny are selected on plates, and colonies reduced in sized represent genetic 
interactions (2). The array of ~4000 strains is pinned onto plates containing drug 
targeting Yfg (3) and colony size is used to identify deletion mutants sensitive to 
compound (4). (C) Multi-copy suppression profiling: An ORFeome library is transformed 
en masse, into a wildtype yeast strain (1). The resulting pool is grown in a compound of 
choice (2), plasmid DNA is isolated (3) and inserts are amplified (4). Amplicons are then 
labelled and hybridized to a microarray carrying ORF-specific probes (5). Intensities that 
are increased on the microarray identify ORFs that confer drug resistance. (D) 
Complementation of compound-resistant mutants: A haploid drug-resistant strain is 
isolated and the resistant phenotype is confirmed to be recessive by crossing with a 
wildtype strain (1). Resistant strain is transformed with the MoBY-ORF library, and the 
resulting pool is grown in a high concentration of drug where strains that are sensitive, 
due to plasmid complementation, are depleted (2). Plasmid DNA is isolated (3), 
barcodes are amplified (4) and hybridized to a barcode microarray. Intensities that are 
significantly reduced contain the ORF responsible for drug resistance (5). 
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screens, when the direct target does not exist in yeast, provide insight into the off-target 

mechanism of action (Ericson et al. 2008). 

An alternative to the competitive pooling approach is to pin the heterozygous (or other) yeast 

strain collections onto agar plates that contain a compound of interest and to monitor fitness 

based on colony size (Baetz et al. 2004; Carroll et al. 2009).  A drawback of plate-based assays are 

that they typically require significantly more compound (1 to 2 orders of magnitude) versus 

pooled liquid assays. Nonetheless, recent results show that genetic interactions monitored in 

liquid media correlate well with interactions identified on solid media when using robotic 

technologies combined with data analysis (Costanzo et al. 2010).  

Despite the successes of HIP, reducing gene copy by half (in heterozygotes) may be insufficient to 

identify well-characterized drug targets may be required. To address this issue, Yan et al. (2008) 

barcoded a yeast allele collection of haploid essential gene mutants to create a set of DAmP 

(Decreased Abundance by mRNA Perturbation) where a drug resistance marker is placed 

upstream of the 3’ UTR (UnTranslated Region) of each gene. These DAmP truncations or strains 

have been shown to express, on average, about 10% of the wildtype protein levels (Schuldiner et 

al. 2005). This collection of hypomorphic alleles was able to detect drug-induced 

haploinsufficiency not observed in the heterozygote case (Yan et al. 2008), thereby widening the 

scope of the assay to identify compound target candidates. Because the collections of 

heterozygote and DAmP essential alleles carry non-overlapping barcode sequences, both assays 

can be performed in parallel (and hybridized to the same microarray), resulting in an increase in 

the dynamic range and sensitivity of the pooled assays. However, if the known target requires a 

dosage decrease beyond that of the heterozygous strains and if other heterozygous strains are 

identified as conferring sensitivity this indicates that the target that is well-characterized does not 

represent the primary mechanisms of drug action.  

Haploinsufficiency Profiling is a timely and powerful approach, particularly in light of recent 

studies that have made it apparent that few drugs target single gene products (e.g. imatinib 

(Gleevec) (Buchdunger et al. 1996; Druker et al. 1996)), therefore, an in vivo view of the relative 

sensitivity of all targets in the cell is invaluable to understand the complete mechanism of drug 

action. Yeast cells are obviously not equivalent to human cells, and, therefore, any human targets 
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that lack a yeast homolog will not be identified.  Moreover, the HIP assay relies on a growth 

phenotype resulting from drug/target binding; these targets will also not be identified. Despite 

these caveats, based on our screening of >2000 compounds, we have not yet failed to identify a 

target in yeast when that target is 1) well-characterized and 2) target inhibition impairs cell 

growth. We do observe off-target effects that likely reflect actual in vivo interactions. Another 

important caveat is that, decreasing gene dosage by a single copy may not be sufficient to reveal 

drug-induced haploinsufficiency for a particular target. In principle, further lowering gene dose 

may reveal the true target when simply raising the compound concentration would not, due to 

general cellular toxicity which could obscure the results. However, the failure to detect a target as 

a heterozygote (and only in a more severe DAmP or temperature-sensitive allele) may imply that 

the suspected/known target is actually not the major mechanism of action of a particular 

compound. For example, 5-FU is thought to act by inhibiting Cdc21. However, yeast lacks 

thymidine kinase and therefore the inhibition of Cdc21 can only occur indirectly through a series 

of metabolic interactions (Goodman et al. 2001). Indeed, genome-wide yeast assays reveal the 

primary mechanism of action is via misincorporation of fluorinated nucleotides into RNA(Scherf 

et al. 2000; Goodman et al. 2001; Giaever et al. 2004; Lum et al. 2004). Finally, targets that are 

either not essential and/or are highly redundant are unlikely to be detected in the loss of function 

assays because inhibition of all homologs would be required. 

4.1.1.2 Homozyous Profiling (HOP)/Haploid deletion chemical-genetic 
profiling 

Homozygous profiling (HOP) is analogous to the HIP assay, except that the strains are 

completely deleted for non-essential genes in either haploid or diploid strains. Relative growth 

rate, in the condition of choice (e.g. drug treatment), is measured by microarray signal intensity 

as described above. 

In the HOP or haploid assays (Parsons et al. 2004; Lee et al. 2005; Parsons et al. 2006; 

Hillenmeyer et al. 2008), strains most sensitive to a drug become depleted from a pool over time, 

as in the HIP assay. However, because these strains carry complete deletions of non-essential 

genes they do not identify the target directly because the target is absent. Rather, these assays 
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identify genes that act to buffer the drug target pathway and are therefore required for growth in 

the presence of compound. This assay can be particularly informative for compounds that lack a 

direct protein target. For example, genes involved in the DNA damage response, while non-

essential under standard growth conditions, are required for survival when challenged with DNA 

damaging agents (Birrell et al. 2001; Chang et al. 2002; Lee et al. 2005; Workman et al. 2006; Yu et 

al. 2008). One study (Lee et al., 2005) defined the relative importance of different DNA-repair 

modules for resistance to 12 DNA damaging agents and revealed functional interactions that 

comprise the DNA-damage response. While many of these compounds share similar 

mechanisms of actions (e.g. a subset were alkylating agents), each compound produced a unique 

genome-wide profile, or "signature". By screening a collection of compounds across non-essential 

genes, these genome-wide profiles can be clustered which allow one to infer the mechanism of 

action (Parsons et al. 2004; Parsons et al. 2006) when compared to those profiles obtained from 

drugs with well-characterized mechanisms (Fig. 4-1b). Like HIP, this assay can be performed 

either competitively in pools using barcode-based assays (Giaever et al. 1999; Giaever et al. 2004; 

Parsons et al. 2006; Pierce et al. 2007; St Onge et al. 2007; Hillenmeyer et al. 2008; Yan et al. 2008; 

Smith et al. 2009; Xu et al. 2009a) or on agar plates where drug sensitivity is measured by colony 

size (Parsons et al. 2004). A drawback of this approach in identifying the drug target is that 

markers that include gold-standard well-characterized drug-target relationships must be 

included to best infer the drug target. 

A related approach to identifying drug-target interactions compares genome signatures by 

correlating HOP profiles with Synthetic Genetic Analysis (SGA) profiles of genetic interactions 

(Tong et al. 2001; Tong et al. 2004) where a conditionally essential gene is used as a query gene 

(Costanzo et al. 2010). When the query is essential, genetic interactions identified often correlate 

with non-essential deletion strains detected by HOP in the presence of drug, and the essential 

gene used as a query can be inferred to be the drug target. A recent example of the power of this 

approach identified Ero1 as the target of a novel small molecule (Costanzo et al., 2010). In a 

variation of this approach, Carroll et al. (2009) screened a yeast mutant collection to probe the 

mechanism of action of the yeast K28 toxin. In this screen, the inhibition of growth by secreted 

K28 toxin was monitored using a traditional halo assay to identify novel genes involved in 

cellular pathways essential for the response to this toxin (Carroll et al. 2009). 
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Because HIP and HOP assays are complementary, combining the results of both heterozygous 

and homozygous/haploid loss-of-function chemical genomic screens can be particularly 

powerful for understanding the mode-of-action (MOA) of compounds. A caveat of all HIP and 

HOP-based screens is that while these assays screen compounds against all potential targets 

simultaneously, definitive demonstration of a drug-target interaction requires independent 

confirmatory approaches such as in vitro binding or activity assays (Chan et al. 2009).  

4.1.1.3 Multi-copy Suppression Profiling (MSP) 

One approach to identify or confirm a drug-target interaction is to demonstrate that 

overexpression of the target in vivo confers resistance to drug (Rine et al. 1983; Li et al. 2004; 

Butcher et al. 2006; Hoon et al. 2008). In a feasibility study demonstrating that drug targets can 

be identified de novo, Rine et al. (1983) used a high copy plasmid carrying randomly generated 

yeast genomic inserts of approximately 5kb to identify genes that, when overexpressed, conferred 

resistance to tunicamycin when plated on solid media containing this compound. Plasmids were 

then isolated from resistant colonies and sequenced to identify ALG7, which encodes the known 

target of tunicamycin. This random genomic library approach has been miniaturized to use pools 

of strains in liquid culture screened in parallel in a manner analogous to the HIP assay (Hoon et 

al. 2008). Specifically, a high copy plasmid collection containing yeast genomic DNA fragments 

(including native promoters) is screened in yeast at high inhibitory concentrations of compounds 

(e.g. doses that inhibit wildtype yeast by ~90%). Strains are grown competitively in compound, 

such that only one or a few strains that confer resistance are selected from the population. 

Plasmids are then isolated from surviving cells, and inserts are amplified by PCR and hybridized 

to a DNA TAG4 microarray carrying probes complementary to each yeast open reading frame 

(ORF). Microarray signal intensities are mean normalized (Hoon et al. 2008) (Fig. 4-1c) and 

resistance scored by comparing strain abundance between drug treatment pools and untreated 

reference pool. This approach correctly identified Dfr1, Erg11 and Tor1 as the targets of 

methotrexate, fluconazole and rapamycin, respectively. One caveat when using this approach as 

currently described is that drug pumps or other "indirect" targets may dominate the set of strains 

resistant to compound. A overexpression library transformed into diverse drug pump resistant 

mutants can alleviate this challenge (Paulsen et al. 1998). 
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Several recently constructed libraries offer advantages over the traditional genomic DNA library 

used by Hoon et al. (2008). The Yeast Genome Tiling collection (Jones et al. 2008) contains 

overlapping fragments of the yeast genome (~10Kb in size) cloned into high-copy 2µ vectors. 

The ends of each insert of this library have been sequenced, and the plasmids organized in a 

tiling fashion across the yeast genome, ensuring near-saturation of 97.2% coverage of the yeast 

genome. However, because each insert contains multiple genes, once a resistant fragment is 

identified, the exact gene target must be subcloned and confirmed. Another library consists of 

3,900 yeast strains, each carrying a plasmid containing a single yeast ORF under expression of the 

GAL1 promoter (available from http://www.hip.harvard.edu/). Butcher et al. (2006) performed a 

proof-of-principle experiment with this library using the immunosuppressant rapamycin and 

found that plasmids carrying the Target Of Rapamycin (TOR) genes were correctly identified as 

conferring the greatest level of resistance (Chiu et al. 1994; Butcher et al. 2006). Sopko et al. 

(2006) created a yeast library consisting of over 80% of all yeast ORFs, with gene expression 

controlled by a galactose-inducible promoter (Zhu et al. 2001), such that high-levels of 

expression can be obtained (Johnston 1987). A benefit of using an inducible system is that gene 

expression can be induced at specific times during the course of an experiment. On the other 

hand, galactose induction often does not accurately reflect endogenous gene expression levels, 

and overexpression can cause toxicity to the host cell (Sopko et al. 2006). Because PCR was used 

to create this library, the ORFs may contain PCR-induced mutations, a concern addressed with a 

new, fully sequenced library (Hu et al. 2007). Arguably, the ideal ORF library for MSP is the 

Molecular-Barcoded Yeast Open Reading Frame (MoBY-ORF) collection where each plasmid 

was constructed by PCR to include individual yeast ORFs flanked by their endogenous 5’ and 3’ 

UTRs, representing 90% of all yeast ORFs (Ho et al. 2009). Because these plasmids are CEN-

based, copy number is low (1-3 copies/cell) and predictable (Apostol and Greer 1988), and thus 

does not generally suffer from overexpression toxicity. Each ORF in the MoBY collection is 

linked to the same two DNA barcodes associated with the corresponding deletion strain from the 

YKO permitting abundance measurements by microarray hybridization or sequencing (Ho et al. 

2009). 

A caveat (and occasional advantage) of these yeast clone banks is the identification of those genes 

that, when overexpressed, are toxic to yeast. At least 15% of yeast genes are toxic to the cell when 
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overexpressed, and follow-up analyses of these genes can be informative regarding how 

regulation of gene products alter cell physiology (Sopko et al. 2006). This cohort of toxic genes 

can be used as the starting point for chemical suppressor screens to identify compounds that 

suppress the toxicity and which, by extension, may interact with that toxic gene product. 

Chemical suppression has been successfully employed to find inhibitors of the bacteria 

Pseudomonas aeruginosa by overexpressing Pseudomonas genes in yeast (Arnoldo et al. 2008). 

Tugenreich et al. (2001), similarly identified human genes that, when expressed in yeast, result in 

a growth defect (Tugendreich et al. 2001). The authors selected a p38 overexpressing strain from 

their collection of "toxic" human genes to screen commercial libraries to identify chemical 

suppressors of the fitness defect which represent potential p38 inhibitors. 

An additional application of the MoBY-ORF library is the identification of genes responsible for 

drug resistance in a recessive manner (Ho et al. 2009). After a drug resistant mutant strain is 

identified, it is transformed with the MoBY-ORF collection (Ho et al. 2009). Complementation 

by one or more wildtype alleles from the collection that restores drug-sensitivity identifies the 

gene(s) conferring drug resistance (Fig. 4-1d). The feasibility of the assay was demonstrated by 

identifying fpr1 as a mutant resistant to the drug rapamycin (Heitman et al. 1991a; Sabatini et al. 

1994). This assay complements the MSP assay in that it identifies drug targets in cases where the 

compound must interact with another protein to become toxic. In this case, rapamycin binds to 

Fpr1 to form a toxic complex, which, in turn, inhibits the Tor1 protein (Heitman et al. 1991a; 

Sabatini et al. 1994). Complementation of drug resistant alleles can be used to systematically 

uncover general and specific resistance mechanisms. For example, Ho et al. (2009) used MoBY-

ORF complementation to identify an essential enzyme in the ergosterol biosynthesis pathway as 

resistant to the natural product theopalauamide. Subsequent confirmations indicated that 

theopalaumide binds to ergosterol, defining a novel class of sterol-binding compounds. 

MSP is flexible in that it can be used with diverse genomes. For example, ORF libraries exist for 

other organisms, all of which can be cloned into yeast expression vectors and expressed in yeast. 

As a test case, a genomic DNA library from Candida albicans expressed in Saccharomyces 

cerevisiae was used to identify a Candida ortholog of Saccharomyces cerevisiae Glc7 (a type 1 

protein phosphatase) as resistant to the inhibitor calyculin A (Hoon et al. 2008). Indeed, yeast 
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mutants have been rescued using human genes by several groups to identify human gene 

function by complementation (Mushegian et al. 1997; Tugendreich et al. 2001; Zhang et al. 2003; 

Osborn and Miller 2007).  

4.1.2 The human ORFeome collection and human MSP 

While yeast-mediated MSP designs have been successfully applied to identify known and novel 

drug targets, until now they have been restricted to yeast genes or open reading frames (ORFs). 

Pertinent to this, ORFeome libraries have been generated from various model organisms, 

including humans (Rual et al. 2004b; Lamesch et al. 2007; Yang et al. 2011). The human 

ORFeome is based on the Mammalian Gene Collection (MGC), a cDNA library containing 

clones of each human protein coding gene (currently spanning 92% of human cDNAs) (Gerhard 

et al. 2004; Temple et al. 2009). MGC cDNAs were used as templates, PCR-amplified from start 

to stop codons, flanked by Gateway® recombination sites and sequence-verified (Brasch et al. 

2004; Yang et al. 2011). This collection is easily cloned into Gateway-compatible destination 

vectors for transformation into an organism of interest, such as yeast (Hartley et al. 2000; Alberti 

et al. 2007). 

I describe a novel assay where a high copy plasmid collection containing human ORFs from the 

human ORFeome was transformed into S. cerevisiae for the purpose of human drug target 

identification. This yeast human ORFeome collection was used in a variation of MSP termed 

human MSP (hMSP). S. cerevisiae was a suitable system in which to study expression of human 

genes due to a relatively neutral cytosolic pH, facilitating formation of proper protein tertiary 

structure as well as the presence of some protein modification systems (Buckholz and Gleeson 

1991; Young 1998). In addition to being amenable to study in yeast assays, such as two-hybrid 

assays, human proteins have been shown to rescue yeast mutants from growth defects 

(Mushegian et al. 1997; Osborn and Miller 2007). By creating a yeast chemical genomic assay that 

expresses human proteins, one can study the mechanisms of compounds whose primary targets 

do not exist in yeast, while benefitting from established robust chemical genomic strategies. 

4.2 Results 
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4.2.1 A comparative analysis of DNA barcode microarray feature size 

Having conceived of the yeast-based human MSP assay, we sought to construct a novel 

microarray framework for these and other human ORF and shRNA experiments. The microarray 

would have to contain multiple probes for each ORF in the human ORFeome, among other 

probes, in a small form factor in order to be cost effective when mass produced. As a result, I 

explored using smaller microarray “features”. Microarrays are made up of thousands to millions 

of these microscopic features, clusters of identical oligonucleotide probes, which are used to 

detect hybridized gene products. The microarrays used for HIPHOP assays have gone through 

several iterations of development, beginning with a feature size of 103µm on the TAG1 

microarray, which consisted of 20bp probes (Shoemaker et al. 1996; Giaever et al. 1999). The S. 

cerevisiae cassette was originally designed for detection using the TAG1 microarray, which used 

20bp-long oligonucleotide probes. Current Affymetrix microarrays use up to 25bp probes to 

detect complementary DNA sequences, and this length is more appropriate for newer barcoded 

collections as it improves hybridization specificity and increases the number of resolvable 

potential barcodes (Xu et al. 2009b). 

The features on these chips were subsequently miniaturized to 30µm and provided full deletion 

pool coverage on the TAG3 microarray (P/N 510318) (Giaever et al. 2002). The current TAG4 

chips (P/N 511331) with 8µm feature sizes were designed for improved performance and 

affordability. This scheme omitted uninformative probes present on previous tag microarrays 

and added five replicates to report non-uniform hybridization and allow adjustment of 

intensities accordingly (Pierce et al. 2006). No smaller yeast deletion pool barcode microarray 

exists due to manufacturing size constraints, however, these barcode probes are also present on 

the 5µm yeast whole genome tiling array (S288c genome tiling microarray; P/N 520055) 

representing 0.25% of the total 6.5 million probes on this microarray (Juneau et al. 2007). The 

area of the features scale quadratically, such that the tiling array features at 5µm on a side 

correspond to 25µm2, and TAG3 features at 30µm on a side correspond to 900µm2, or 36 times 

the area of the tiling features. It is important to note that all microarrays have the same 

oligonucleotide probe density of approximately 4000 probes/µm2 (personal communication with 

Affymetrix technical support).  
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All three microarray generations, the TAG3, TAG4 and S. cerevisiae whole genome tiling arrays, 

identified ALG7 as the primary target of tunicamycin, as expected (Fig. 4-2). The tiling array also 

identified several other genes as additional potential targets. This list of targets includes ADO1, 

FYV8, GET2, HAC1 and IRE1, all of which have been shown to be sensitive to tunicamycin when 

knocked out, as well as BCK1, a gene which has previously been shown to be resistant to 

tunicamycin when overexpressed (Cherry et al. 1997; Chen et al. 2005; Krause et al. 2008; 

Schuldiner et al. 2008; Tan et al. 2009). In particular, ADO1 is a prime example of a gene deletion 

strain exhibiting increased sensitivity on the tiling array, since it is detected at a log2 ratio of 2.59 

in the tiling array data, but at 0.50 and 0.66 in the TAG3 and TAG4 data, respectively. In addition 

to known sensitive strains, our screen identified COP1 and RER2, which are involved in ER to 

Golgi vesicle-mediated transport (see Table 4-1 for summary of sensitive strains) (Sutterlin et al. 

1997; Belgareh-Touze et al. 2003). As with most sensitive strains, these genes were detected at 

slightly higher levels on the tiling array than on the other microarray generations. The tiling 

array appears to have slightly higher variance in its log2 ratios than the other microarrays 

(standard deviation of 0.58 in tiling, compared to 0.37 and 0.43 in TAG4 and TAG3 microarrays, 

respectively). I determined this to be due to its increased sensitivity to hybridized barcode 

abundance since sometimes strains that appear sensitive on the tiling array, fall into the 

background signal of the other microarrays, as with ADO1. It is reassuring to observe both the 

primary target of tunicamycin and genes annotated as sensitive to tunicamycin in our results. 

Additionally, I also identified genes associated with the endoplasmic reticulum and involved in 

the unfolded protein response because tunicamycin promotes protein misfolding. 
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Figure 4-2. Identifying strains 
sensitive to tunicamycin on 
three microarray generations. 
Barcode intensity data are 
normalized according to a DMSO 
reference treatment. Blue dots 
represent non-essential genes, red 
dots represent essential genes 
and grey dots are genes that are 
not annotated. Log2 ratios are 
calculated as a measure of change 
in barcode intensity (vertical axis) 
across all genes (horizontal axis). 
Ratios below 0 have been 
removed for clarity. Log2 scales 
differ based on optimal dynamic 
range between baseline and 
ALG7. Higher ratios correspond to 
greater abundance of barcode 
from reference to treatment. In all 
three analyses, ALG7 was 
correctly identified as the primary 
target of tunicamycin. Several 
additional genes previously 
determined to be resistant to 
tunicamycin, were most discernibly 
identified in the tiling data, but less 
so using TAG4 (the current 
microarray standard) and TAG3. 
These include ADO1, BCK1, 
FYV8, GET2, HAC1 and IRE1. 
Furthermore, the genes COP1 and 
RER2, known to be involved in ER 
to Golgi vesicle-mediated 
transport, showed up as sensitive 
to tunicamycin in our screen. 
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ORF Gene Name GO Biological Process tunicamycin treatment relevance 
YJR105W ADO1 purine base metabolic process knockout sensitive to tunicamycin (Tan et al. 2009) 

YBR243C ALG7 
protein amino acid N-linked 
glycosylation and others 

known target of tunicamycin (Barnes et al. 1984; 
Kukuruzinska and Robbins 1987; Kukuruzinska and 
Lennon 1995) 

YJL095W BCK1 
endoplasmic reticulum 
unfolded protein response 
and others 

knockout sensitive (Chen et al. 2005; Krause et al. 2008; 
Tan et al. 2009), overexpressor resistant (Chen et al. 
2005) to tunicamycin 

YDL145C COP1 ER to Golgi vesicle-mediated 
transport and others 

involved in ER to Golgi vesicle-mediated transport 
(Sutterlin et al. 1997) 

YGR196C FYV8 unknown knockout sensitive to tunicamycin (Chen et al. 2005) 

YER083C GET2 protein insertion into ER 
membrane and others 

knockout sensitive to tunicamycin (Schuldiner et al. 
2008) 

YFL031W HAC1 
specific RNA polymerase II 
transcription factor activity 
and others 

knockout sensitive to tunicamycin (Chen et al. 2005; 
Tan et al. 2009) 

YHR079C IRE1 
endoplasmic reticulum 
unfolded protein response 
and others 

knockout sensitive to tunicamycin (Chen et al. 2005; 
Tan et al. 2009) 

YOR246C N/A unknown unknown  
YFL032W N/A unknown likely deletes HAC1 promoter (Cherry et al. 1997) 
YER010C N/A unknown interacts with kinases Ptk2, Tpk1 (Ptacek et al. 2005) 

YMR308C PSE1 protein import into nucleus 
and others 

interacts with Ulp1, regulating ubiquitination (Collins 
et al. 2007a) 

YBR002C RER2 ER to Golgi vesicle-mediated 
transport and others 

involved in ER to Golgi vesicle-mediated transport 
(Belgareh-Touze et al. 2003) 

YFR051C RET2 
ER to Golgi vesicle-mediated 
transport and others 

interacts with Bre5, Hsc82, Hsp92 (Schuldiner et al. 
2005; Collins et al. 2007a; McClellan et al. 2007) which 
are involved in protein processing 

YNL151C RPC31 transcription from RNA 
polymerase III promoter 

interacts with Mms1, Shp1, Ubi4, regulating 
ubiquitination (Briand et al. 2001; Collins et al. 2007b) 

YJR102C VPS25 
ubiquitin-dependent protein 
catabolic process via the 
multivesicular body sorting 
pathway and others 

involved in ubiquitin-dependent protein catabolism 
(Bowers et al. 2004) 

 
 

Table 4-1. Deletion strains sensitive to tunicamycin identified in the tiling 
array experiment. 
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Because the tiling array has millions of probes, only a few thousand of which are barcode probes, 

I hypothesized that non-specific hybridization of barcode DNA to the genome tiling probes 

could potentially contribute to noise in target identification. This may have been problematic 

because the tiling probes were not designed for explicit use with the barcode probes, which could 

lead to unanticipated cross-hybridization of barcode samples to tiling probe features. To 

determine if non-specific binding was a factor in our experiments, I co-hybridized barcode DNA 

with unlabelled digested genomic DNA (gDNA). The digested gDNA (20-150bp) competitively 

hybridized to tiling probes of the microarray to which barcodes may have had a non-specific 

affinity. I asked if the addition of gDNA could result in an increase of specific binding of 

barcodes to barcode probes, yielding a HIPHOP profile with greater dynamic range and more 

distinct targets (making the millions of tiling probes unavailable for barcode hybridization) 

analogous to the addition of salmon or herring sperm to a Southern blot to prevent non-specific 

hybridization (Wahl et al. 1979; Sambrook and Russell 2001). However, in practice, I found that 

the addition of gDNA did not improve resolution of the target ALG7 when compared to a 

microarray without competitive gDNA co-hybridization. 

Our initial experiments used protocols for each microarray that were optimized for that 

particular technology. For example, each microarray type has particular hybridization, washing 

and staining protocols. To minimize the effect of these subtle variations and to accurately 

compare intensity data across microarray generations, I hybridized a reference sample (treated 

with 2% DMSO) to TAG3, TAG4 and tiling microarrays and applied TAG4 wash protocols to 

each microarray type. The hybridization conditions were fixed so that I could be certain that any 

changes observed were attributed solely to feature size and not protocol variation. The 

microarrays were scanned following this protocol, and I subsequently applied the tiling array 

antibody stain wash step to all three chips and, once again, scanned them. In this manner, each 

microarray was treated identically. In general, the observed median downtag intensity was higher 

than median uptag intensity, an observation that was also reported by Pierce et al (Pierce et al. 

2006; Pierce et al. 2007). In addition, the median intensities differed across generations, with 

TAG3 intensity lower than TAG4 intensity, which was lower than tiling intensity. 
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I found that TAG4 and tiling array intensities were very highly correlated (r = 0.927). This 

correlation increased slightly once the microarrays had been antibody stained during the tiling 

wash protocol (r = 0.952; Fig. 4-3). In contrast, TAG3 intensities did not correlate as well with 

either TAG4 or tiling (r = 0.751 and r = 0.733, respectively), and this decreased significantly after 

antibody staining (r = 0.642 and r = 0.605, respectively). However, this low correlation is unlikely 

to affect identification of drug targets on TAG3 microarrays, as these strains are often the most 

distinguishable from the background, as shown previously (Fig. 4-2). 

The relatively recent design of the TAG4 microarray includes five replicates of each barcode 

probe (Pierce et al. 2006). However, I noticed that intensity values do not vary greatly between 

these replicates, and, therefore, a minimum of three replicates should be included to allow for 

appropriate trim mean calculations and masking of unusable barcode probes (Pierce et al. 2007). 

This finding confirms an earlier assertion by Pierce et al. that suggests that the minimum number 

of replicates required to achieve high correlation is three replicates, and that the increase in 

correlation from the fourth and fifth replicates is marginal (Pierce et al. 2006). Although the 

TAG3 and tiling results contain only single data points for each barcode and are able to 

determine ALG7 as the primary target of tunicamycin (Fig. 4-2), replicate data points are advised 

to accommodate hybridization, washing and staining inconsistencies. 
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Figure 4-3. TAG4 and tiling array data correlation after antibody staining. 
This example shows that the signal intensity for common barcodes between 
TAG4 and tiling arrays are highly correlated (r = 0.952), demonstrating that tiling 
arrays are as accurate as TAG4 microarrays when determining relative signal 
intensity (compared to a DMSO reference on the same chip generation). 
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4.2.2 The Gene Modulation Array Platform 

Having determined that the 5µM feature size was optimal for hybridization intensity and 

dynamic range, in collaboration with Jason Moffatt, we designed a custom Affymetrix 

microarray called the Gene Modulation Array Platform (GMAP). The GMAP facilitates cost-

effective data collection from genome-scale pooled gene-dosage modulation screens performed 

in human, mouse, and yeast cells using commercially available libraries on a standard platform. 

Specifically, the GMAP enables readout of clone/strain enrichments and depletions from pooled 

screens using the RNAi consortium (TRC) human and mouse libraries (Moffat et al. 2006; Root 

et al. 2006; Luo et al. 2008), human ORF expression pools (Rual et al. 2004b; Lamesch et al. 2007), 

and pooled screens using gene deletion-associated barcodes or ORFs from budding yeast 

(Giaever et al. 2002; Hoon et al. 2008) (Table 4-2). 

My specific contribution to the GMAP pertained to the design of human ORF probes for pooled 

gene-dosage modulation experiments using the human ORFeome library. To accommodate the 

functional genomics approach of ORF overexpression screening on the GMAP, I designed 

features against human ORFs in the Mammalian Genome Collection (MGC) (Strausberg et al. 

1999; Strausberg et al. 2002; Lamesch et al. 2007; Temple et al. 2009). At the time of design, the 

library (version 5.1) was incomplete, consisting of 15483 of a predicted ~25000 maximum 

human ORFs. Anticipating that updates to the ORFeome library would be generated from the 

remaining MGC transcripts, I designed probes against the members of the MGC cDNA 

collection not currently found in the hORFeome library. In total, probes were designed against 

24363 distinct ORF sequences. Microarray probes were designed using the software OligoArray 

2.1 (Rouillard et al. 2003). For each of the 24363 distinct ORF sequences, up to 8 probes were 

generated. All probes were 25 nucleotides long and had GC content between 30-75%, modeled 

after the existing Affymetrix Human Gene 1.0 ST array. Probes were designed such that all 

regions of each ORF were interrogated, and the presence of incomplete ORFs would be apparent. 

In addition to these novel features, and for array comparison purposes, for each gene I included 

up to three human gene (huGene) microarray features present on the human expression 

profiling Affymetrix Human Gene 1.0 ST array (Table 4-2). 
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Probe ID Description 
Unique 

Probes 
Replicates 

Total number 

of probes 

Probe 

length 

hORF Human ORFeome 134901 1 134901 25 

huORF HuGene ORFs 58087 1 58087 25 

HP 
shRNA sequences 

(mouse and human) 
248049 3 744147 22 

HPC shRNA negative controls 138 33 4554 22 

HSPI 
Hybridization spike-in 

probes 
200 25 5000 22 

HPTMM 
Hairpin mismatch control 

probes 
8097 3 24291 22 

TAG Yeast bar-code probes 26801 3 80403 20 

yORF 
Yeast open reading 

frames 
11421 1 11421 25 

 
          

Total   487694 NA 1062804 NA 

 
 

Table 4-2. Description of the features on the UT GMAP 1.0 microarray. 
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To assess the GMAP performance with human ORF hybridization, we developed 41 plasmid 

pools of entry clones (15,332 cDNAs representing >12,000 genes) from the human ORFeome 

v5.1 collection. Subsequently, 15,332 ORFs were amplified in pooled format with common 

flanking primers, labelled and hybridized to both the Human Gene 1.0 ST array and GMAP. 

Signal for features shared between the two microarrays was highly correlated (r = 0.953), with 

similar distribution of signal across the features for each microarray and similar signal-to-noise 

ratios. These results demonstrate that the GMAP has robust reporting of ORF data, and suggests 

that the GMAP can be used for a number of human gene assays including hORF overexpression 

screens. To compare the dynamic range of signal for huORF and huGene features on the GMAP, 

varying amounts of probe generated from ORFeome plasmid pools were hybridized to 

microarrays. The resulting data indicated that two-fold changes in probe input produce highly 

correlated signals across a 16-fold dynamic range, thus we combined huORF and huGene 

features into discrete sets and poor features were removed using a custom filtering algorithm. 

4.2.3 Human multi-copy suppression profiling in yeast 

The human ORFeome was transformed into S. cerevisiae en masse (Fig. 4-4). To establish the 

number of human ORFs that were integrated in plasmids in the pool, I performed a detection 

above background analysis using microarrays to determine that 96.1% of the ORFs from the 

human ORFeome plasmids were detected above background levels in the yeast pool (p < 0.005). 

The number of human ORFs that were expressed in the pool was determined by inducing 

expression with galactose, extracting total RNA, enriching for mRNA, generating double-

stranded cDNA and PCR amplifying the cDNA via common primers to up/downstream 

untranslated regions. Performing the detection above background analysis with these data, 84.3% 

of the hORFeome was found to be expressed in yeast (p < 0.05). I also characterized the pool by 

identifying human genes that were toxic to yeast when expressed to high levels with galactose. 

The yeast hORFeome pool was grown in expression-inducing (galactose) and repressing 

(glucose) conditions and 4 biological replicates (representing 2 time points) of each condition  
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Figure 4-4. Pool Construction. Yeast human ORFeome pool of strains was 
created using the human ORFeome (v3.1) containing 12212 distinct ORFs. 
Clones were transferred to the destination yeast expression vector, transformed 
into E. coli and plasmids were isolated and then transformed into S. cerevisiae 
(BY4743) en masse. In yeast, human ORF expression is induced by the addition 
of galactose. Detection above background using microarrays found 96.1% of the 
ORFs integrated in the pool (p < 0.005) and 84.3% of the hORFeome was 
expressed in yeast (p < 0.05). 
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were collected. After ORFs were amplified and hybridized to microarrays, the hybridization 

intensity of the 4 induced experiments were compared with the paired 4 repressed experiments 

to yield a list of human genes toxic to yeast (Benjamini-Hochberg-corrected Student’s T-test 

cutoff < 0.1). 

As a first step to determine if the yeast hORFeome pool could be used in an MSP assay, I treated 

the pool with the anti-neoplastic antimetabolite methotrexate. Methotrexate is a synthetic folate 

analog that inhibits the catalysis of folate to tetrahydrofolate by competitively inhibiting the 

activity of dihydrofolate reductase (DHFR) (Villafranca et al. 1983). Using hMSP, methotrexate 

consistently selected for the yeast strain overexpressing the human ORF encoding DHFR (Fig. 4-

5a). Given that hMSP makes use of a pooled hORFeome collection, individual strains containing 

DHFR were constructed and confirmed that the overexpression of DHFR conferred resistance to 

methotrexate toxicity. Hemoglobin epsilon 1 (HBE1), a protein that was not identified as 

resistant to methotrexate, did not confer resistance to methotrexate toxicity when overexpressed 

(Fig. 4-5b,c). A gene that was also consistently identified by the microarray as resistant to 

methotrexate was DHFR-like 1 (DHFRL1), a protein with unannotated function that has been 

shown to be both expressed and have a protein sequence homologous to DHFR (BLAST E-value 

= 2e-102). The overexpression of DHFRL1 in yeast was not sufficient to rescue the cells from 

methotrexate toxicity (DHFRL1 was DNA sequence-verified and DHFRL1 protein was present at 

high levels) and was likely identified due to non-specific cross-hybridization. 
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Figure 4-5. Identifying the human drug target of methotrexate with hMSP. 
(A) I treated the pool with the methotrexate, a synthetic folate analog that inhibits 
the catalysis of folate to tetrahydrofolate by competitively inhibiting dihydrofolate 
reductase (DHFR). Using hMSP, methotrexate consistently selected for the strain 
overexpressing human DHFR. (B) Individual unpooled strains confirmed this 
observation. Hemoglobin epsilon 1 (HBE1), a protein that was not identified as 
resistant to methotrexate, did not confer resistance to methotrexate toxicity when 
overexpressed. DHFR-like 1 (DHFRL1), which is homologous to DHFR (BLAST 
E-value = 2e-102), was not found to be resistant and was identified due to non-
specific cross-hybridization. (C) DHFR and DHFRL1 protein expression was 
observed in inducing conditions only, as confirmed by western blot. 
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4.2.4 A novel candidate target for the β-blocker propranolol 

Since I was able to demonstrate that the human drug target DHFR could be identified in an 

hMSP run, I applied the hMSP assay to test for drug-gene interactions with drugs that do not 

have known targets in yeast. One such drug is propranolol, a competitive non-selective β-

adrenergic receptor (βAR) antagonist (Black et al. 1964; Black 1989). Despite over 40 years of 

clinical use in infants, propranolol has only recently emerged as a therapeutic in the treatment of 

infantile hemangiomas (IHs), a common and occasionally life-threatening tumor of infancy 

(Leaute-Labreze et al. 2008; Siegfried et al. 2008; Sans et al. 2009). Propranolol treatment results 

in a rapid change in hemangioma appearance followed by a shortened period of involution, 

improving upon traditional systemic corticosteroid therapy while exhibiting considerably fewer 

side-effects (Sans et al. 2009). This therapy is now a first-line treatment for IHs, and, while its 

mechanism of action in the treatment of this disease is not known, it appears to be independent 

of its known βAR antagonist activity (Drolet et al. 2013; Marqueling et al. 2013). 

Propranolol was used in hMSP to select for strains that were resistant to its toxicity when 

overexpressing a particular human ORF. In replicate hMSP runs, dual specificity phosphatase 10 

(DUSP10) and dual specificity phosphatase 16 (DUSP16) were observed to provide the greatest 

rescue from drug toxicity (Fig. 4-6a). Individual strains overexpressing either DUSP10 or 

DUSP16 were shown to rescue yeast from propranolol toxicity, confirming the observations from 

the pooled hMSP selection experiment (Fig. 4-6b). It is worth noting that of the known targets of 

propranolol, only the β2AR (ADRB2) was present in the hORFeome pool. However, to establish 

functional integrity of the human β2AR in yeast, it has been shown that the ORF must be 

modified to include a yeast localization signal (for example, from the α factor receptor gene 

STE2) (King et al. 1990). As a result, I did not expect the yeast strain overexpressing ADRB2 to be 

resistant to propranolol treatment. 

Given that I found DHFR overexpression to confer resistance to methotrexate, and since it is 

known that the two form an interacting complex (Matthews et al. 1977), I hypothesized that 

propranolol toxicity may be alleviated due to an interaction with DUSP10/16. Both of these 

DUSPs contain a highly conserved DUSP catalytic domain (DSPc) 
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Figure 4-6. Propranolol hMSP profile. (A) In 3 replicate hMSP runs, dual 
specificity phosphatases 10 (DUSP10) and 16 (DUSP16) were observed to 
provide rescue from drug toxicity. (B) This was confirmed with individual strains. 
HBE1 was used as a control because it was not identified in the competitive 
assay. While the known target of propranolol is the β2AR (ADRB2), it has been 
shown that the ORF must be modified to include a yeast localization signal for 
functionality in yeast. As a result, I did not expect the yeast strain overexpressing 
ADRB2 to be appearing in this screen.  
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 (Theodosiou and Ashworth 2002; Marchler-Bauer et al. 2009). The aspartate, cysteine and 

arginine residues are essential for catalysis (Theodosiou and Ashworth 2002). A protein encoding 

the STYX gene, a close relative of the MKP family, contains a naturally occurring C to G 

substitution in the DSPc, rendering it inactive (Wishart and Dixon 1998). Based on these data, I 

used site-directed mutagenesis to introduce a C408G mutation in DUSP10 to render it 

phosphatase-dead. Yeast overexpressing the dusp10 C408G mutant protein were found to be as 

resistant to propranolol relative to the wildtype DUSP10. This suggests DUSP10 rescue is 

mediated by the presence of the protein and not by its phosphatase activity, suggesting that the 

drug may bind to the protein. 

Since the DUSP10/16 ORFs were heterologously expressed in S. cerevisiae, we tested whether 

DUSP10/16 overexpression in human cells would also confer resistance to propranolol toxicity. 

DUSP10 or DUSP16 proteins were overexpressed via doxycyclin-induction in HEK293 cells, 

which were subsequently treated with propranolol (collaboration with A. Arnoldo). Cell counts 

after drug treatment were determined with the sulforhodamine B (SRB) assay, measuring cellular 

protein content as a proxy for viability (Vichai and Kirtikara 2006). Induced overexpression of 

DUSP16 was sufficient to rescue HEK293 cells from propranolol toxicity at concentrations of 

75µM confirming our observations in yeast (p < 1 × 10-8, n=18), while rescue was not observed in 

non-inducing conditions (p = 0.29, n=6; Fig. 4-7). We were unable to confirm whether DUSP10 

overexpression had a similar rescue because, of the multiple cell lines overexpressing DUSP10 

that were generated, the protein was not detected by western blot. 

Next, I tested whether propranolol could affect DUSP10/16 activity in vitro. I measured the 

hydrolysis of a synthetic phosphatase substrate 3-O-methylfluorescein (OMFP), which fluoresces 

when dephosphorylated (Lazo et al. 2006; Molina et al. 2009). I observed inhibition of basal 

activity of DUSP10 in vitro by propranolol at drug concentrations similar to those of other 

published methods (Fig. 4-8) (Lazo et al. 2006; Molina et al. 2009). At 100µM of propranolol, 

DUSP10 basal activity was inhibited by 60%. DUSP10 had greater activity than DUSP16 in vitro, 

and due to narrow dynamic range of DUSP16 fluorescence measurements, I was unable to 

confidently determine whether propranolol could significantly affect the activity of DUSP16 in  
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Figure 4-7. Confirming DUSP16 resistance in human cells. DUSP16 was 
expressed via doxycyclin-induction in HEK293 cells, which were subsequently 
treated with propranolol. Cell counts were obtained with the sulforhodamine B 
(SRB) assay, measuring cellular protein content as a proxy for viability. Induced 
expression of DUSP16 rescued HEK293 cells from propranolol toxicity at 
concentrations of 75µM confirming the observations in yeast (p < 10-8, n=18). 
Rescue was not observed in non-inducing conditions (p = 0.29, n=6). EV, empty 
vector; D16, DUSP16. 
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Figure 4-8. Propranolol inhibits DUSP10 in vitro. I measured the hydrolysis of 
a synthetic phosphatase substrate 3-O-methylfluorescein (OMFP), which 
fluoresces when dephosphorylated by DUSPs. Basal activity of DUSP10 was 
inhibited in vitro by propranolol at concentrations similar to those of other 
published methods (Lazo et al. 2006; Molina et al. 2009). At 100µM propranolol, 
DUSP10 activity was inhibited by 60%.  
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vitro. To determine the nature of DUSP10 inhibition, I applied classical Michaelis-Menten 

kinetics to the measurements of DUSP10 activity using nonlinear regression (Montgomery and 

Swenson 1976; Ritz and Streibig 2008). However, the regression analysis yielded inconclusive 

results, and these data were not discriminately informative with regard to a putative mechanism 

of phosphatase inhibition. 

As an antihypertensive therapeutic, (S)-propranolol is 130-fold more potent than the (R)-

entantiomer (Ng 2009). However, I found both the (S)-(–) enantiomer and the racemate to have 

equal potency when applied to both the hMSP and phosphate release assays. A similar 

observation was made by Sozzani et al. when demonstrating that both propranolol enantiomers 

inhibit protein kinase C equally, citing the amphipathic nature of the drug (Sozzani et al. 1992). 

Based on these in vitro DUSP activity data, I tested whether propranolol was capable of binding 

directly to DUSP10/16 proteins. To assay this, I performed an affinity-based capture using 

biotin-conjugated propranolol and streptavidin-coated paramagnetic beads. After drug was 

bound to the beads, I incubated the beads with purified DUSP10 or DUSP16. No protein was 

detected in the pull-down assays, suggesting that biotinylated propranolol is unable to bind to 

DUSP10/16. However, it is possible that potential interactions may be hindered due to 

interference caused by the short linker region between the biotin tag and the propranolol moiety 

(Sato et al. 2010). Isothermal titration calorimetry (ITC) is one approach that may allow one to 

determine the binding affinity for propranolol to the DUSP proteins. 

4.3 Discussion 

Propranolol was developed for the treatment of angina pectoris, a disease characterized by severe 

chest pain brought about by a lack of oxygen delivery to the myocardium (Black et al. 1964). 

Pioneer pharmacologist Sir James W. Black sought to treat this disease by decreasing heart rate in 

patients suffering from angina, thereby reducing myocardial oxygen demand (Stapleton 1997). In 

a reverse engineering approach, Black "emasculated" the hormone epinephrine to synthesize a 

compound with reduced agonist efficacy, yielding propranolol, which was used to reduce 

mortality and morbidity in angina sufferers (Black 1989; Stapleton 1997). Propranolol is known 

to act by reducing the level of activity of βARs (agonist-induced and agonist-independent), 
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decreasing cAMP-dependent phosphorylation of factors that regulate the intracellular calcium 

concentration (Chidiac et al. 1994; Dorn 2010). In turn, this reduces heart contraction, which is 

controlled by calcium-dependent proteins. 

Propranolol is also widely used therapeutically in the treatment of heart failure (Goodman et al. 

2001). However, the rationale for the use of a βAR blocker in treating this disease is actually 

counterintuitive since its pathogenesis involves chronically enhanced sympathetic tone, which 

leads to a reduction in βARs (Karoor et al. 2004). As mentioned, propranolol has also been 

demonstrated to have great therapeutic effect in the treatment of IHs (Leaute-Labreze et al. 

2008), and a recent study has shown propranolol is safer and has greater efficacy than the 

standard therapy of corticosteroid treatment (Annual Congress Of The European Academy Of 

Dermatology And Venereology, 2010). Since the βAR activity of propranolol appears to be 

independent of its therapeutic mechanisms in these diseases, it has been suggested that it acts 

downstream in the signaling pathway via an auxiliary mode of action that modulates Mitogen-

Activated Protein Kinase (MAPK) activation (Karoor et al. 2004; Leaute-Labreze et al. 2008; Boye 

and Olsen 2009). 

It has been shown that IH tumors exhibit high levels of MAPK activity (Arbiser et al. 2001). Also, 

the Extracellular-Signal-Regulated (ERK) subfamily of MAPKs has been implicated in IHs, and it 

has been suggested that ERK activity, mediated by Vascular Endothelial Growth Factor (VEGF) 

and basic Fibroblast Growth Factor (bFGF), is responsible for the development of IHs (Arbiser et 

al. 2001; Boye and Olsen 2009; Pramanik et al. 2009). MAPK activation is regulated by the 

DUSPs known as MAPK Phosphatases (MKPs), which downregulate activity of MAPKs by 

dephosphorylating tyrosine and threonine residues (Jeffrey et al. 2007). Both DUSP10 and 

DUSP16 are MKPs and have been shown to interact with and dephosphorylate residues in the 

activation loops of the three major subfamilies of the MAPKs (Theodosiou et al. 1999; Masuda et 

al. 2001; Theodosiou and Ashworth 2002; Bandyopadhyay et al. 2010). 

Recent evidence suggests that MAPK activation can be modulated by propranolol. Meier et al. 

found that propranolol treatment of rat vascular smooth muscle cells resulted in increased levels 

of phospho-ERK (Meier et al. 1998). Similarly, propranolol treatment of HEK293 cells expressing 

the β2AR increased cellular levels of phospho-ERK (Azzi et al. 2003). Conversely, Karoor et al. 



 

 
122 

observed that in mice overexpressing the G-protein Gsα, propranolol treatment was shown to 

decrease the amount of phosphorylated MAPKs in protein extract from heart tissue (Karoor et al. 

2004). It has been noted that the phosphorylation of ERK in response to βAR agonists is 

dependent on cell type, therefore, one may anticipate that the activity of MAPKs varies in 

response to propranolol from one cell type to another (Pullar et al. 2006). 

I propose that the mode of action by which propranolol modulates MAPK activity is via 

interaction with the DUSP10/16 proteins. Modulation of DUSP protein activity may be the 

reason for the therapeutic benefit of propranolol in IH and heart failure, since the DUSPs have 

been implicated in various vascular developmental processes. The MKP DUSP5 was recently 

shown to regulate angioblast development, and a dusp5 S147P mutation was observed to be 

associated with different vascular malformations and tumors, including lymphatic, 

arteriovenous, and venous malformations, as well in a single IH sample (Pramanik et al. 2009). If 

the somatic S147P mutation were to increase phosphatase activity of DUSP5 in a disease, one 

may envision a model wherein propranolol acts therapeutically by regulating the phosphatase 

activity of DUSP10/16 to return MAPK phosphorylation to wild-type levels. When DUSP5 was 

overexpressed in yeast, I found that it did not rescue the cells from propranolol toxicity. Research 

has noted that mice lacking the DUSP10 gene exhibit an accelerated vascular response to 

lipopolysaccharide injection in a mouse model of the Shwartzman reaction, wherein thrombosis 

is observed in the tissue where a toxin has been applied (Qian et al. 2009). As well, DUSP6 null 

mice exhibit greater rates of myocyte proliferation during embryonic development, resulting in 

enlarged hearts, which protected the mice from cardiomyopathy (Maillet et al. 2008). 

The finding that the overexpression of DUSP10/16 can confer resistance to S. cerevisiae in the 

presence of propranolol was facilitated by the unbiased nature of the hMSP assay. This assay is 

largely a tool that allows one to select for yeast strains with the greatest fitness in the presence of a 

toxic challenge. In this manner, there is no predilection toward a candidate drug target, such that 

all strains have an equal opportunity to grow in the presence of a compound. This is the first 

high-throughput chemical genomic assay using human proteins in yeast for the purpose of drug 

target identification. While I have demonstrated its utility in identifying novel and potential drug 

targets, the assay has limitations. In particular, in order to apply a strong selection to identify the 
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fittest strains, the compound that is used to treat the cells must be applied at both a toxic and 

water-soluble concentration. For this reason, I was unable to find strains that were most resistant 

to propranolol analogs, including epinephrine, metoprolol, timolol and atenolol (atenolol has 

been shown to have similar therapeutic effects in IH). However, preliminary results have 

exhibited a similar pattern of strain selection using the propranolol analog alprenolol, a βAR 

antagonist which possesses no inverse agonist activity (Chidiac et al. 1994), warranting further 

investigation. 

Given the chemical genomic utility of the current assay, it would be beneficial to include the 

current version of the human ORFeome (version 8.1) as it would increase the number of genes 

that can be queried at once (Yang et al. 2011). To overcome the limitation that a drug must be 

toxic at a soluble concentration, the ORFeome can be transformed into a broadly drug-sensitive 

yeast strain, allowing one to significantly dial down the dose applied in hMSP (Suzuki et al. 

2011). Further iteration of this study will increase the effectiveness of our novel chemical 

genomic assay with the goal of expediting human drug target identification. 

4.4 Materials and Methods 

Feature size comparative analysis: Yeast deletion pools were thawed from frozen stocks and 

heterozygote essential gene deletion mutants were grown for 20 generations, while homozygous 

deletion mutants were grown for 5 generations as described (Hoon et al. 2008). After growth, 

heterozygous essential deletion mutants were mixed with correspondingly treated homozygous 

non-essential deletion mutants. Genomic DNA was isolated and molecular barcodes amplified 

by PCR. Amplicons were then hybridized to microarrays overnight, washed, stained and scanned 

the following day. For further details regarding sample preparation and data analysis, consult 

Pierce et al (Pierce et al. 2007) and Hoon et al (Hoon et al. 2008). I performed a HIPHOP screen 

(pooled heterozygous essential strains and homozygous deletion non-essential strains) with 

tunicamycin treatment (IC10-20 = 0.35µM). Tunicamycin is a known glycosylation inhibitor, 

targeting the yeast essential gene ALG7 (Barnes et al. 1984; Kukuruzinska and Robbins 1987; 

Kukuruzinska and Lennon 1995), which encodes UDP-N-acetyl-glucosamine-1-P transferase, a 

vital protein in the dolichol pathway of protein asparagine-linked glycosylation (Rine et al. 1983; 
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Cherry et al. 1997). Upon treatment with tunicamycin, unfolded proteins remain in the ER 

(endoplasmic reticulum) (Parodi 2000). A sample treated with 2% DMSO was used as a control. 

Yeast pools were grown in liquid culture in 48 well plates in a shaking spectrophotometer 

interfaced to liquid handling robots. After the cells had grown for the desired number of 

generations, corresponding to a specific optical density (OD), they were robotically harvested 

(Pierce et al. 2007). Genomic DNA was isolated from each pool, and the DNA barcodes were 

amplified by PCR using common primers. These barcodes were subsequently hybridized to three 

generations of barcode microarrays: the aforementioned TAG3, TAG4 and S. cerevisiae whole 

genome tiling arrays. Each chip was prepared using the optimal hybridization and wash/stain 

protocols recommended for that microarray type. Deletion strain abundance was resolved by 

averaging scanned downtag and uptag intensities for each strain and comparing intensities 

between the tunicamycin-treated pool and the DMSO-treated pool (Pierce et al. 2007). 

Pool construction. The yeast human ORFeome pool of strains was generated using the human 

ORFeome version 3.1 encompassing 12212 distinct ORFs (obtained from Invitrogen) (Lamesch 

et al. 2007). Clones were transferred in pools of ~374 to the destination yeast expression vector 

pAG426GAL-ccdB (Alberti et al. 2007) by Gateway reaction (Gateway LR Clonase II enzyme 

mix, Invitrogen catalog no. 11791-100) to yield 34 pools. Individual pools from each Gateway 

reaction were transformed into E. coli (TransforMaxTM EC100TM cat. no. EC10010)by 

electroporation and plated onto LB media with carbenicillin selection (50µg/ml). Colonies were 

pooled and plasmids were isolated (QIAprep Spin Miniprep Kit cat. no. 27104). Each pool was 

then transformed into S. cerevisiae (BY4743) by lithium acetate/single-stranded carrier 

DNA/PEG procedure (Gietz et al. 1995; Gietz and Schiestl 2007) and selected on SD-URA 

(synthetic dropout media without uracil) selection media. Finally, yeast colonies were pooled to 

create a final pool containing all clones and stored at -80°C until use. 

Pool growth. Yeast human ORFeome pools were thawed from -80°C and diluted to OD600 0.0625 

in SD-URA media containing 2% raffinose. Pools were grown for 6 hours at 30°C while shaking 

at 200rpm. During this time period, the pool recovers from the thaw from -80°C and undergoes a 

generation doubling, such that yeast growth is in the lag phase entering the logarithmic phase. To 

induce ORF expression, galactose was added to the culture to a final concentration of 2% and 
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cultures were grown for 1 hour at 30°C while shaking at 200rpm. 686µl of the pool were pipetted 

into wells of a 48-well microplate and, compounds were added in a 1/25 or 1/50 dilution to the 

culture at ~IC90 to select for cells containing ORFs that conferred resistance to yeast against 

specific compounds. Cells were grown in a GENios microplate reader (Tecan Group Ltd.) 

reading the OD600 every 15 minutes while shaking at 30°C. After drug-treated cultures reached an 

OD600 of 0.8, they were harvested by a MultiPROBE II PLUS EX robotic liquid handling system 

(PerkinElmer Inc.) and temporarily stored on a save plate at 0°C. The microplate reader and 

liquid handling robot were controlled by Yeast Grower software (Michael Proctor, Stanford 

Genome Technology Center) generated using LABVIEW (National Instruments Corp.) (Proctor 

et al. 2011). 

Plasmid isolation, ORF amplification and DNA labeling. The ORF-containing plasmids (with the 

yeast expression vector pAG426GAL-ccdB backbone) were isolated from cell pellets using a 

Zymoprep Yeast Plasmid Miniprep Kit II (Zymo Research catalog no. D2004). Plasmid was 

eluted in 20µl of ddH2O and amplified using the FailSafe PCR System (EPICENTRE 

Biotechnologies catalog no. FSE51100) with primers 5’-GCGAAGCGATGATTTTTGAT-3’ and 

5’-CTTTTCGGTTAGAGCGGATG-3’. Amplicons were purified using a QIAquick PCR 

purification kit (Qiagen catalog no. 28104) and eluted in 20µl of ddH2O. Purified amplicons were 

biotinylated using the Biotin DecaLabel DNA labeling kit (Fermentas Life Sciences catalog no. 

K0652). Unincorporated biotin-11-dUTP was removed using columns containing illustra 

Sephadex G-50 Fine DNA Grade gel (GE Healthcare catalog no. 17-0573-01). 

RNA isolation, ds-cDNA synthesis, ds-CDNA amplification. Total yeast RNA was isolated using 

the hot acid phenol extraction method (Sambrook and Russell 2001) and treated with DNAse I. 

Enrichment of ploy(A) mRNA was accomplished using oligo(dT) bead-based NucleoTrap 

mRNA kit (Macherey-Nagel GmbH & Co.). First strand cDNA synthesis was performed as 

described previously as was second strand synthesis (Sambrook and Russell 2001). Double-

stranded (ds) cDNA was subsequently subjected to PCR amplification to enrich for human ORFs 

expressed of the total mRNA expressed in yeast. Primers were designed downstream/upstream of 

the GAL1 promoter/CYC1 terminator: 5’-AATATACCTCTATACTTTAACGTC-3’ and 5’-

GCGTGAATGTAAGCGTGAC-3’. 
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Microarray hybridization. ORF abundance from the drug-treated pools was determined 

indirectly by hybridization to a DNA microarray. Purified biotinylated PCR products were 

hybridized to the GeneChip Human Gene 1.0 ST Array (Affymetrix Inc. catalog no. 901086). The 

hybridization mixture (75µl 2× Hyb buffer, 2.5µl 5mM b213 control oligonucleotide, 3µl 50× 

Denhardt’s, 30µl ddH2O and 25µl biotinylated PCR product) was denatured at 100°C and 

subsequently chilled on ice for 2 minutes before hybridizing to the microarray at 45°C for 17±1 

hours while rotating at 60rpm. Microarrays were stained using SAPE (Streptavidin-

Phycoerythrin) without an antibody stain (staining mix: 300µl 2× MES staining buffer, 60µl BSA 

20mg/ml, 2µl SAPE at 1mg/ml, 238µl ddH2O; blocking mix: 300µl 2× MES staining buffer, 60µl 

BSA 20mg/ml, 240µl ddH2O) using the Fluidics Station 450 (Affymetrix Inc.). Microarrays were 

scanned using the GeneChip Scanner 3000 7G (Affymetrix Inc.). 

Microarray analysis. Microarray probe sequences from the GeneChip Human Gene 1.0 ST Array 

are mapped, by Affymetrix, to transcripts including untranslated regions (UTRs) upstream and 

downstream of ORFs. As well, not all ORF sequences from the hORFeome (v3.1) (Lamesch et al. 

2007) were assigned designated probes on the microarray. Probe sequences were mapped to ORF 

sequences in the hORFeome (v3.1) by modifying Affymetrix probeset grouping and annotation 

files. Microarray data analysis was performed by using these files with both the Expression 

Console software and Affymetrix Power Tools (Affymetrix Inc.). Probeset hybridization values 

were summarized using the integrated PLIER algorithm with GC background subtraction and 

quantile normalization. ORF sequence annotations were obtained from NCBI. 

Confirmation strain construction. Individual strains of E. coli containing specific ORFs were 

obtained from the hORFeome (v3.1) stock of frozen 96-well plates (Lamesch et al. 2007). After 

growth in SOC media with spectinomycin selection (50µg/ml), a diagnostic PCR (using primers 

5’-CACGACGTTGTAAAACGACGGCCAGTC-3’ and 5’-

GAGCTGCCAGGAAACAGCTATGACCATG-3’) was performed to determine if the amplicon 

sizes matched their corresponding ORF sizes. If the sizes matched, plasmid-containing ORFs 

were isolated using a GeneJet Plasmid Miniprep Kit (Fermentas Inc.), and transferred to the 

destination yeast expression vector pAG426GAL-ccdB (Alberti et al. 2007) by Gateway reaction. 

The cloning products were transformed into E. coli (DH5α) and plated on SOC media with 
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ampicillin selection (100µg/ml). Plasmids were purified from the resultant colonies, as described 

previously, and transformed into S. cerevisiae (BY4743) using the lithium acetate/single-stranded 

carrier DNA/PEG method (Gietz et al. 1995; Gietz and Schiestl 2007). Transformed yeast was 

selected on SD-URA selection media, and verified using the diagnostic ORF amplification PCR 

mentioned previously. 

The yeast strains were grown overnight, and diluted to OD600 0.0625 in SD-URA media 

containing 2% raffinose. Pools were grown for 3 hours at 30°C while shaking at 200rpm. To 

induce ORF expression, galactose was added to the half of the culture to a final concentration of 

2%. Repression of expression was accomplished by adding glucose to the remaining half of the 

culture to a final concentration of 2%. Cultures were grown for 1 hour at 30°C while shaking at 

200rpm. 686µl of a strain were pipetted into wells of a 48-well microplate, and compound 

concentrations were the same ~IC90 that was used in the hMSP experiment. Cells were grown in a 

microplate reader, as described previously, to obtain growth curves. 

Drug treatment in hMSP and confirmation strains. Methotrexate (Sigma-Aldrich Co. catalog no. 

M9929) was used at an IC90 of 1mM on yeast cells, to achieve optimal selection for resistant 

strains in hMSP. As well, yeast cultures were treated with (S)-(–)-propranolol (Sigma-Aldrich 

Co. catalog no. P8688) at IC90. Since yeast cell growth was generally robust in the presence of 

lower concentrations of propranolol, I achieved an IC90 at a final concentration of 6.76mM (an 

order of magnitude greater than inhibitory concentrations in mammalian cells). Other βAR 

antagonists, such as atenolol (Sigma-Aldrich Co. catalog no. A7655), metoprolol (Sigma-Aldrich 

Co. catalog no. M5391) and timolol (Sigma-Aldrich Co. catalog no. T6394) were unable to 

inhibit yeast growth at soluble concentrations. The βAR antagonists exhibited greater solubility 

in water, compared with methotrexate, which was more soluble in DMSO. 

Site-directed mutagenesis. Identification of the active site consensus motif was accomplished with 

a Python script using a regular expression to identify the catalytic cysteine in the sequence 

DX26(V/L)X(V/I)HCXAG(I/V)SRSXT(I/V)XXAY(L/I)M (Theodosiou and Ashworth 2002; 

Marchler-Bauer et al. 2009). Site-directed mutagenesis was accomplished with a QuikChange 

Lightning site-directed mutagenesis kit (Agilent Technologies catalog no. 210518). An online 

QuikChange application was used to design the primers 5’-



 

 
128 

GCTTCTCATCCACGGCCAGGCTGGGGT-3’ and 5’-

ACCCCAGCCTGGCCGTGGATGAGAAGC-3’ changing a TGC codon to a GGC codon. This 

results in an amino acid substitution at position 408 from a C to a G. The mutation was DNA 

sequence verified in three separate clones. 

HEK293 confirmation cell lines and toxicity rescue. DUSP10wt, DUSP16wt and DUSP16-C408G 

were cloned into PB-TGcMV-Neo transposon vector using the Gateway reaction. HEK293_M2 

(rtTA expressing) cells were seeded in DMEM+10%iFBS and were cotransfected with pCyL43 

(transposase expression plasmid) and PB-TGcMV-Neo transposon vectors using FuGene 

according to manufacturer instructions. Selection started the next day using 1mg/ml Geneticin 

(Invitrogen) for 5 days. Note, initial expression of DUSP10/16 in HEK293_M2 cells was 

unsuccessful due to the cytotoxicity of induced DUSP10/16 expression, therefore we decided to 

start protein induction and immediately treat with propranolol. 10000 transfected HEK293_M2 

cells were seeded in each well of a 48 well plate and grown in 300µL of 

DMEM+10%iFBS+Pen/Stept. 15 hours after seeding, DUSP10wt, DUSP16wt and DUSP16-

C408G expression was induced by addition of doxycyclin (2µg/ml) and 1-2 hours later, 

propranolol was added at final concentrations of 25µM, 50µM, 75µM and 100µM, similar to 

previous studies (Meier et al. 1998). We subsequently focused on treating cells only at 75µM. The 

drug toxicity was assessed 4 days after the induction of protein expression using a 

sulphorhodamine B assay and compared to reference cells containing the empty vector (Vichai 

and Kirtikara 2006). 

Western blots. Yeast cell lysates were prepared by vortexing cell pellets in equal volumes of RIPA 

buffer (50mM Tris-HCl [pH 8.0], 150mM NaCl, 1.0% Triton X-100, 0.5% sodium deoxycholate, 

0.1% SDS) and glass beads (~0.5mm). HEK293 cell lysates were prepared by incubating cell 

pellets (1.0×106 cells) with RIPA buffer for 5 minutes at room temperature. Protein 

concentrations were determined by Bradford assay (Sigma-Aldrich Co. catalog no. B6916). After 

boiling, proteins were separated by SDS-PAGE (10%) at 140V for 90 minutes and transferred to 

nitrocellulose at 300mA for 90 minutes. Blots were blocked with 5% non-fat milk (in TBST) and 

all antibodies were incubated in 0.5% non-fat milk at room temperature for 90 minutes. Blots 

were imaged using enhanced chemilumescent (ECL) substrate for horseradish peroxidase (HRP) 
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(Thermo Fisher Scientific Inc. catalog no. 34087). Antibodies: DHFR (Sigma-Aldrich Co. catalog 

no. D1067), DUSP10 (Abcam plc. catalog no. ab87842, ab71532), DUSP16 (Abcam plc. catalog 

no. ab65151), actin (Abcam plc. catalog no. ACTN05), tubulin (AbD Serotec catalog no. 

MCA78G). 

Phosphate release assay. The protocol to measure in vitro activity of DUSP10/16 was adapted 

from Biomol/Enzo Life Sciences and Lazo et al. (2006). 0.74µg of DUSP10 (Enzo Life Sciences 

Inc. catalog no. BML-SE467-0100) was used in a total volume of 70µL containing buffer (100mM 

Tris-HCl [pH 8.2], 40mM NaCl, 1mM DTT, 20% glycerol, 0.33% BSA), propranolol (1/35 

dilution) and 3-O-methylfluorescein (OMFP; Sigma-Aldrich Co. catalog no. M2629). OMFP was 

used at multiple final concentrations ranging from 12.5µM to 500µM, based on activity 

measurements in previous studies (Lazo et al. 2006; Molina et al. 2009). Activity was measured 

using 96-well half-volume flat bottom black microplates at 30°C in a Safire II-Basic microplate 

reader (Tecan Group Ltd.) with an excitation wavelength of 485nm and an emission wavelength 

of 530nm (additional parameters: Gain 60, z-position 8500µm). Fluorescence reads were 

obtained every 30-40 seconds for 4 hours. Propranolol concentrations ranged from 25µM to 

300µM, based on previous in vitro and in vivo studies (Morlock et al. 1991; Sozzani et al. 1992). 

To determine whether DUSP10 was functioning as a classical enzyme, I applied nonlinear 

regression techniques in the statistical language R (Ritz and Streibig 2008) to observe Michaelis-

Menten kinetics (Montgomery and Swenson 1976). The in vitro data were presented as raw 

Relative Fluorescence Units (RFU) similarly to the previous studies (Molina et al. 2009). Due to 

narrow dynamic range of DUSP16 (Enzo Life Sciences Inc. catalog no. BML-SE495-0100) 

fluorescence measurements (phosphatase activity is ~240× lower per µg than DUSP10, as 

reported by Biomol/Enzo Life Sciences), significant changes in DUSP16 in vitro activity were not 

recorded. 
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 Summary and perspectives 5

Massively parallel genome-scale microarray or sequencing analyses have diverse applications in 

the field of molecular biology, and I have reported my studies that were entirely facilitated by 

these approaches. In the absence of these technologies, the identification of resistance-causing 

mutations in yeast would be a more laborious task likely involving time-consuming fine genetic 

mapping. Studies of global genomic trends such as nucleosome occupancy would be impossible 

without sequencing. Not to mention that these studies are dependent on established reference 

genomes that are a product of large sequencing projects. Now that these methods are widely 

available and economical, we can ask biological questions on a greater scale than ever before as 

well as questions which were impractical to ask with the previous technology. This affords us 

great opportunity in understanding genome structure and response to perturbation. 

5.1 Yeast chemical genomics and human genes 

I reported a novel assay to identify human drug targets, called human Multi-copy Suppression 

Profiling (hMSP) and confirmed its utility by identifying human DHFR as the target of 

methotrexate. hMSP was applied to study the βAR antagonist propranolol, identifying DUSPs 10 

and 16 as potential novel targets. This study emphasizes the value of in vivo chemical genomic 

assays in yeast for the purpose of identifying novel human drug targets in a rapid and unbiased 

manner. 

In human MSP, a heterologous ORFeome is overexpressed in a model organism to identify 

human drug targets. This is a novel approach, as previous studies have demonstrated that MSP 

methods are effective at identifying proteins that interact with small molecules using endogenous 
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ORFeomes, as shown for S. cerevisiae and Schizosaccharomyces pombe (Hoon et al. 2008; 

Nishimura et al. 2010). 

The next step for hMSP is to use it in chemical genomic screens. To acheive this with the most 

accurate results, there are several updates that need to be made to the assay. The original 

hORFeome pool was constructed by en masse transformation with the human ORFeome version 

3.1, and this should be updated to the human ORFeome version 8.1 which is clonally prepared 

and fully sequence verified (Yang et al. 2011). In addition, microarrays are no longer required to 

process hMSP results as it is amenable to a high degree of multiplexing. Since each experiment 

yields only a few strains that are resistant to the compound of interest, only a couple of strains 

will dominate the composition of the competitively grown strain pool. Depending on the 

sequencing technology, at least 1000 hMSP experiments can be combined at once, greater than 

for HIPHOP experiments (Smith et al. 2010). With this degree of throughput, each sequencing 

run can cover hundreds of drugs with multiple biological replicates for each, yielding high 

confidence results. 

A limiting factor of MSP experiments is that in order to achieve a strong selection for resistant 

strains, the pool must be treated with a very high concentration of drug (IC90). Often, I found this 

was unachievable because many drugs would simply not reach this level of toxicity at soluble 

concentrations. A solution to this is to create the hORFeome pool in a drug-sensitive mutant, 

such as the “green monster” S. cerevisiae strain which bears deletions of all 16 ATP-binding 

cassette (ABC) drug transporters (Suzuki et al. 2011). 

Ultimately, this assay does not definitively identify human drug targets for every drug. It is 

limited primarily to drugs that can directly bind to non-toxic overexpressed proteins when they 

are cytosolically localized. Even then, a large amount of follow-up experimentation is necessary 

to ensure that the target candidates are true drug targets. However, hMSP offers an unbiased first 

step to aid drug researchers in the identification of potential targets from a pool of all human 

ORFs. While similar methods now exist using RNAi-mediated knockdown or overexpression of 

human genes in mammalian cell lines (Kittanakom, in review; Arnoldo, in preparation), the 

yeast-based hMSP method offers a comparatively simple, fast and consistent profile of drug 

activity. 
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5.2 Understanding modes of antifungal resistance 

We provided the first analysis of the genomic changes that underpin the evolution of resistance 

to antifungal drug combinations in C. albicans and S. cerevisiae. Using whole genome 

sequencing, diverse resistance mutations were identified among the lineages that evolved 

resistance to the drug combination. These included mutations in genes encoding the drug 

targets, a transcriptional regulator of multidrug transporters, a transcriptional repressor of 

ergosterol biosynthesis enzymes and a regulator of sphingolipid biosynthesis. Aneuploidies in 

several C. albicans lineages were also found. This study reveals multiple mechanisms by which 

resistance to drug combinations can evolve, suggesting novel strategies to combat drug 

resistance. 

The mechanisms of yeast resistance to antifungal compounds is a well-studied topic, and many 

of the underlying targets are known (Shapiro et al. 2011). However, with the limited number of 

antifungal drugs available, the use of drug combinations will become more critical to treat fungal 

infections, and the mechanisms of resistance to these combinations are not as well understood 

(Hill et al. 2013). This same problem is being investigated in targeted combination therapy of 

melanoma, and a recent study has described the evolutionary dynamics of cancer, concluding 

that combination therapy is more effective then sequential therapy (Bozic et al. 2013).  

We identified several key mutations that conferred resistance of yeast strains to azole and stress-

response inhibitors, but the frequency of these mutations is unknown. With the cost of massively 

parallel sequencing decreasing significantly, future work will benefit from a larger sample size of 

resistant strains (including more replicates). Mechanisms that have the highest frequency will 

likely be good candidates for drug targeting.  

The genome resequencing workflow developed in this study can easily be applied to other drug-

resistant fungal strains. As a recent example, I identified several SNVs in drug-hypersensitive S. 

cerevisiae strains in collaboration with Tanvi Shekhar-Guturja and Leah Cowen. In this study, it 

was observed that the combination of an azole and the natural product beauvericin exhibits 

potently synergistic antifungal activity in S. cerevisiae. Wildtype yeast are resistant to beauvericin 

in the absence of an azole, therefore, beauvericin is not amenable to target-identifying assays 
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such as HIPHOP or yeast MSP (Giaever et al. 1999; Hoon et al. 2008). However, the “green 

monster” S. cerevisiae mutant in which all 16 ABC drug transporters have been deleted is 

sensitive to beauvericin (Suzuki et al. 2011). To identify the mode of action of this natural 

product, T. Shekhar-Guturja evolved resistance to beauvericin in the ABC-16 strain background, 

and identified several clones that are highly resistant to beauvericin. Three of these strains have 

been sequenced, and a missense mutation was observed in either beta regulatory subunit of 

casein kinase 1 or 2 (CKB1 or CKB2) for each strain. T. Shekhar-Guturja is currently following 

up on these results to identify if the CKB genes play a role in the mode of action of beauvericin. 

In addition to identifying resistance-conferring mutations in yeast, our study also highlights an 

observation that has been made previously: C. albicans responds to many stresses by increasing 

its chromosomal copy number, while under identical stress conditions S. cerevisiae resorts to 

aneuploidy less frequently. In all my analysis of evolved S. cerevisiae strains, I have not observed 

aneuploidies or copy number variation, however, in C. albicans, aneuploidy is a known 

mechanism to increase fitness in the presence of an antifungal compound (Selmecki et al. 2006; 

Selmecki et al. 2009a). A collection of haploid S. cerevisiae strains exists where each strain 

contains an additional copy of one or more of the 16 chromosomes. These strains exhibit 

decreased fitness including defects in cell cycle progression, increased glucose uptake and 

increased sensitivity to protein folding and synthesis inhibitors (Torres et al. 2007). As a result, it 

has been proposed that protein folding inhibitors such as 17-AAG may be effective therapeutic 

options for the treatment of aneuploid malignant tumors (Tang et al. 2011). However, it is worth 

noting that these studies involve research with S. cerevisiae strains and mouse embryonic 

fibroblast (MEF) cell lines, both of which exhibit proliferation defects due to aneuploidy (Tang et 

al. 2011). Aneuploidy in C. albicans, on the other hand, has a relatively minor fitness cost, as is 

observed in tumor cells (Selmecki et al. 2009a; Hanahan and Weinberg 2011). 

These observations have two implications: first, the inhibition of protein synthesis and folding 

may not be as toxic to malignant cancer cells as it is to cells that are already exhibiting growth 

defects due to aneuploidy. In this case, C. albicans is a more appropriate model system to study 

the sensitivity of cells that bear additional chromosomal copies. Secondly, while S. cerevisiae and 

C. albicans are very divergent, the two species have similar morphologies, many orthologs and a 
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similar genome size with ~6000 genes (Dujon 2010). Yet these two fungal species have very 

different fitness costs associated with aneuploidy. Future studies can examine factors that 

contribute to aneuploidy tolerance in C. albicans, similar to aneuploidy-tolerating mutations that 

have been identified in S. cerevisiae (Torres et al. 2010). For example, using highly-multiplexed 

massively parallel sequencing, CNV-seq can be performed for the collection of C. albicans 

deletion strains after exposure to heat stress, as a stimulus known to increase copy number 

(Bouchonville et al. 2009; Noble et al. 2010). Since low sequence coverage would be sufficient to 

compare chromosome copy number between a deletion and a reference strain, this experiment 

can likely be performed in a single sequencing run. Also, it is worth exploring whether the 

aneuploidy-tolerating mutations in S. cerevisiae ubiquitin-specific protease UBP6 are conserved 

in C. albicans (Torres et al. 2010). A study of this nature may identify novel factors that enable 

tumor cells to tolerate aneuploidies while other mammalian cells cannot. 

5.3 Archaeal nucleosomes 

Nucleosomes and chromatin have historically been considered to be unique to eukaryotes, and I 

reported the first archaeal genome-wide nucleosome occupancy map in the halophile Haloferax 

volcanii. I found that archaeal transcripts possess hallmarks of eukaryotic chromatin structure: 

nucleosome-depleted regions at transcriptional start sites and conserved −1 and +1 promoter 

nucleosomes. This discovery demonstrates that histones and chromatin architecture evolved 

before the divergence of Archaea and Eukarya, suggesting that the fundamental role of 

chromatin in the regulation of gene expression is ancient. 

The Hfx. volcanii nucleosome occupancy map presented in this thesis is an in vivo map, and it is 

reproducible as I observed when comparing two biological replicates prepared several months 

apart while compiling data for this study. While this correlation was not quantified, based on 

preliminary observation, the two samples exhibited identical nucleosome occupancy. Since I 

successfully designed a sequence-based occupancy predictor based on this reproducible 

conserved positioning trend, I hypothesize that there is an intrinsic sequence preference for 

nucleosomes, in concordance with the proposal by Segal and Colleagues (Kaplan et al. 2009). In 

their study, Kaplan et al (2009) trained a model of occupancy on an in vitro nucleosome 
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occupancy map generated using chicken histones bound to S. cerevisiae genomic DNA. Due to 

the high degree of conservation among eukaryotic histones and a hypothesized sequence-based 

intrinsic positioning signal, they observed great correlation between the in vitro and in vivo yeast 

maps (Kaplan et al. 2009). Hfx. volcanii histones likely also have an intrinsic sequence preference 

in the formation of nucleosomes, and I propose a method to test in future experiments. 

The most straightforward way to determine if there is an intrinsic sequence preference for 

archaeal histones is to compare in vivo and in vitro maps. This requires the binding of Haloferax 

histones to Haloferax genomic DNA in vitro. To accomplish this, I have cloned C-terminal 

hexahistidine-tagged Hfx. volcanii histone hstA into a T7 expression vector to be expressed in 

Escherichia coli cells based on previously defined methods for recombinant human histones 

(Tanaka et al. 2004). The hstA histone is homologous to the histone protein of the archaeon 

Methanopyrus kandleri, HMk, the monomer of which is homologous to eukaryotic H3-H4 

dimers. HMk homodimerizes,  forming a (H3-H4)2 tetramer-like structure (Fahrner et al. 2001; 

Talbert and Henikoff 2010). 

His6-tagged hstA was ligated into the pET15b-based vector p11 (Novagen) containing a Tobacco 

Etch Virus (TEV) protease cleavage site in place of a thrombin site. Since we anticipated that 

expressing highly positively charged histones in bacteria would lead to toxicity due to binding of 

negatively charged genomic DNA, p11 has a copy of the lacI repressor on the plasmid for tighter 

hstA regulation in the absence of IPTG induction (Fig. 5-1). Initially, I expressed recombinant 

hstA in both T7 Express and T7 Express lysY E. coli strains (New England Biolabs), since the lysY 

strains produce a mutant T7 lysozyme which binds to T7 RNA polymerase to reduce the basal 

level of the expression of hstA. I observed expressed hstA in the insoluble fraction of both strains, 

suggesting that the strains are circumventing toxicity by forming inclusion body aggregates 

(Goeddel 1991). 

Future experiments require the optimization of hstA induction to produce greater yield. Once 

purified, tag-cleaved and refolded, nucleosomes will be reconstituted by the salt dialysis method 

(Thastrom et al. 2004). These samples can be subjected to MNase-seq to determine the in vitro 

nucleosome occupancy of Hfx. volcanii, and subsequently compared to the in vivo occupancy 

map. 
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In vivo, nucleosome occupancy is believed to be relatively static, however, under certain stress 

conditions, such as oxidative stress, nucleosomes can be gained and lost to facilitate transcription  

 

 

 
Figure 5-1. Vector expressing recombinant hstA. Plasmid map of His6-tagged 
hstA is expressed under the regulation of a T7 promoter coupled to a lac 
operator. A TEV protease cleavage site is included to remove the His6 tag post-
purification. A local copy of the lacI repressor is present to regulate basal 
expression (-IPTG). 
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factor binding and differential gene expression (Huebert et al. 2012). Studies in S. cerevisiae have 

shown that a significant number of nucleosomes can be repositioned after hydrogen peroxide 

(H2O2) treatment to allow stress-activated transcription factors to regulate downstream pathways 

(Huebert et al. 2012). I am currently working on MNase-seq and RNA-seq data from a set of Hfx. 

volcanii samples that have been subjected to various stresses in attempt to identify occupancy 

changes in archaea. Included in our samples are treatments with H2O2, heat shock (60°C, 45min) 

and low salt (0.5M, 3h; note that because Hfx. volcanii can grow in a saturated salt solution, it is 

not possible to perform a high salt stress experiment). These samples can be studied using the 

methods of Huebert et al (2012) to identify nucleosome gains or losses in order to determine how 

stresses can affect chromatin architecture and gene expression regulation. 

In addition, as mentioned earlier, Hfx. volcanii is a polyploid organism with ~15 copies of its 

genome present during the exponential growth phase and ~10 copies at early stationary phase 

(Breuert et al. 2006). The increase in genomic material as well as the resultant copy number 

variation of the histone-encoding hstA gene likely affects chromatin formation and structure. To 

test this, I have additional Hfx. volcanii samples that have been harvested at early stationary, mid-

exponential, late exponential and saturation phases of growth. Applying the same analysis as 

described above for stress conditions, one can determine if nucleosome occupancy changes at 

different phases of archaeal growth or with different ploidy. 

Furthermore, while it is known that the deletion of components of the histone octamer from S. 

cerevisiae is lethal, this has not been explored in archaea (Dollard et al. 1994). Using existing gene 

knockout methods in Hfx. volcanii may establish the essentiality of archaeal histones (Allers and 

Mevarech 2005). If these histones are found to be nonessential for Haloferax viability, one can 

perform a differential expression profile analysis to determine how the absence of histones affects 

global gene regulation. 

Finally, while histone proteins are absent in bacteria, there are several histone-like DNA-binding 

proteins that exist in bacteria. One example is histone-like nucleoid structuring protein (H-NS) 

which uses a GC-based sequence preference analogous to histones to selectively silence 

horizontally-acquired genes (Navarre et al. 2006). Another histone-like protein is HU, an 

essential protein that localizes throughout the Deinococcus radiodurans nucleoid body. It is 
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proposed that HU enables the extreme radioresistance of D. radiodurans by preventing 

dispersion of DNA fragments following irradiation (Nguyen et al. 2009). A global MNase-seq or 

DNase-seq analysis of these genomes may reveal that these histone-like proteins may in fact 

exhibit regulation of transcription in bacteria. 
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